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Abstract: Best-Tree Encoding (BTE) is first introduced by Amr M. Gody [1] as new features for Automatic Speech Recognition (ASR)
problem. BTE is basically acting as spectrum analyzer. It relies on Wavelet packets to get projection of signal power into predefined
filter banks. The feature components are encoded into digital form using certain entropy method and certain digital encoding
procedure. In this research BTE is further developed by including two more key factors into the BTE process. The key factors are Mel-
scale (MS) and baseband Bandwidth mapping (BM).This Research provides a baseline performance evaluation for Context-
independent mono-phone recognition (Without Grammar) of English by using Vid-TIMIT database. Vid-TIMIT consists of 43 speakers
(19 female and 24 male), reciting short sentences. The recording of this database was done in a noisy environment (mostly computer
fan noise) and also it is not hand verified. Total of 15643 phone segments are used for testing and evaluating the newly proposed
features. HMM is used as recognition engine via HTK toolkit for its popularity in ASR. Comparison to MFCC on the same database is
considered to evaluate the system results. Although it gives the same recognition efficiency as MFCC on the same testing database, the
proposed model saves almost 66% of the required storage than the feature vector of MFCC.

Keywords: Automatic Speech recognition (ASR), Arabic Phone Recognition, Wavelet packets, Mel-Scale, WPBTE, MFCC, HTK and
BTE.

Symbols:
BTE Best-Tree Encoding
ASR Automatic Speech Recognition
MS Mel-scale
BM Bandwidth mapping
BM-BTE Band Mapping in BTE

MM-BTE Mel Mapping in BTE
MBM-BTE Mel and Band Mapping in BTE
MFCC Mel Fregancy Cepestral Coefficient

1 INTRODUCTION

Human have several inherent characteristics that facilitate them differentiate from one another. Over the years, biometrics has
emerged as the science which realizes and attempts to imitate and simulate the human brain via capture unrivaled personal
features and consequently performing the mission of human identification.

The applications of speech processing technology may be generally classified into Speaker Recognition and Speech
Recognition. The speech recognition can be defined as the capability to differentiate the spoken words. However, the speaker
recognition is the capability of the differentiation between the speaker people. The feature extraction process transforms the
signal properties which are significant for the pattern recognition mission to a simple format. This format simplifies the
distinction of the classes. The most used approach in ASR is HMM. The most popular fundamental units are either mono
phone models or context-dependent units may be called Tri-Phone or syllables. Syllable or Tri-Phone HMM needs balanced
database for Tri-Phone with reasonable reparations for each model. The objective in this research is to test newly developed
features for ASR. As of this objective and considering the concern of unbalanced database for Tri-Phone makes us to choose
Mono-Phone based model instead to avoid database effect in the final results. Although the mono-phone is rarely used in
practical application, it is used in this research for the availability of its database. Comparison results are used as measurer
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for the efficiency of the proposed models. Comparison to Mel Frequency Cepstral Coefficients (MFCC) -based HMM model
is considered to provide the results of the proposed models.

Mel Frequency Cepstral Coefficients (MFCCs) with various speech parameterizations are commonly used as features in
speech recognition systems, especially in the HMM-based approach. There are other speech features also that have been used
such as the systems which can automatically recognize numbers spoken into a telephone, Line Spectral Frequencies(LSF),
Linear Predictive Coding (LPC), short-time energy, and wavelet-based.

Wavelets are recently used in many real time applications, such as automatic speech recognition applications. In [2], it focus
on speech recognition and has undertaken a study to determine an appropriate set of parameter setting for first- generation
phone —based systems that use Hidden Markov Models (HMMs). Their experiments are based on the open-source toolkit
HTK and were restricted to English-language TIMIT corpus. Fourteen male and fourteen female speakers were chosen from
each district, which created the training set. In this paper, all tests used the TIMIT speech corpus. TIMIT consists of 6300
utterances from 630 different speakers of American English, recorded with a high-fidelity microphone in a noise-free
environment. The MFCC analysis performed the best and most consistently, with no real gain in performance when the
number of parameters was increased. MFCC parameters are 12 and by inclusion of the delta coefficients, it gave a
considerable increase in performance, but increased the number of parameters two fold. The acceleration coefficients also
increased the performance measure but not as dramatically compared to the delta coefficients. With the inclusion of
acceleration coefficients the amount of parameters increases three fold. The recognition accuracy of MFCC for mono-phone
data varied between 41% and 44%.

In this paper, the experiments are implemented using the open-source toolkit HTK and were restricted to English-language
Vid-TIMIT corpus. 43 speakers (24 male and 19 female speakers) were chosen from each district, which created the training
set. In this paper, all tests used the Vid-TIMIT speech corpus which recorded of in a noisy environment (mostly computer fan
noise) and also it is not hand verified. Vid-TIMIT consists of 15643 phone segments from 43 different speakers of American
English, recorded in a noisy environment.

MFCC is chosen as reference for the results. MFCC is used to obtain the reference results on the available Vid-TIMIT. Then
experiments are run to get the results for the proposed features and models. The results are provided as comparison to the
reference MFCC results on Vid-TIMIT. All proposed models parameters are 4 and by inclusion of the delta coefficients, it
gave a considerable increase in performance, but increased the number of parameters two fold. The acceleration coefficients
also increased the performance measure but not as dramatically compared to the delta coefficients. With the inclusion of
acceleration coefficients the amount of parameters increases three fold. The recognition accuracy of proposed model (MBM-
BTE) for mono-phone data achieves 38.9 %. When applied the same conditions on the MFCC and using Vid-TIMIT
database, the recognition accuracy of MFCC achieves 38.25%. (Note that Vid-TIMIT Database is superimposed with
additive noise. In [2], TIMIT is used without any additive noise; it is proven that MFCC get 41% success rate for mono-
phone database. This is good indication that MFCC on Vid-TIMIT with 38% is very reasonable and can be used as reference
results for non-Grammar mono-phone recognition problem). In summary; the recognition accuracy of 38% using MFCC on
Vid-TIMIT is very reasonable compared to 41 to 44% on cleaner and larger database (TIMIT) as mentioned above. This
comparison is mentioned here to give confidence on using the MFCC on Vid-TIMIT as reference through this research.

A new design feature called wavelet Packets Best Tree Encoding (WPBTE) is designed to enhance the efficiency of
Automatic Speech Recognition (ASR) by providing human like processing of speech stream. Many loops of enhancement for
BTE are provided to enhance the efficiency. In [3] introduced a completely automated phone recognition system based on
Best Tree Encoding (BTE) 4-point speech feature. The System identified spoken phone 57.2% recognition rate based on
BTE. Another paper [4] deals with newly designed features for speech signal that can be used in Automatic Speech
Recognition (ASR). In [4] the Information related to speech phoneme is encoded into 15 bits instead of 7 bits in the original
version of Best Tree Encoding (BTE4) in [1]. Best Tree Encoding of 5 levels of wavelet analysis (BTES5). This feature has
given 25% efficiency enhancement over the original BTE4[1] for solving the ASR problem. In addition; BTE5 feature
vectors with size 15, gives 25% success rate (SR) while MFCC with size 13 gives 39% SR for the same problem. This is very
promising that BTES5 is approaching 71% of the SR of the most popular feature used in the applied area of automatic speech
recognition. A third paper [5] aims to enhance BTE encoder by adding two factors to BTE encoder. Analysis levels (AL) in
wavelet packets becomes 7 and Energy becomes 4 components instead of single component in BTE. BTE7 gives 22%
Efficiency enhancement over BTE4 and about 45% efficiency enhancement over BTES. In addition, BTE7 indicates more



12 Egyptian Journal of Language Engineering, Vol. 2, No. 1, April 2015

stability for recognition results over both BTE4 and BTES. BTE7 gives more than 10% accuracy enhancements over both
BTE4 and BTES.

The following sections navigate through the details of this research. Section two illustrates the block diagram and the key
parameters to improve the performance of BTE. Section three is deeply introduces the proposed models. Section four

provides review analysis of HMM and HTK. Section five demonstrates the experiments parameters. Finally, the results,
discussion, and conclusion on the obtained results are illustrated at sections six and seven.

2 MEL MAPPED BEST TREE ENCODING (BTE) OVERVIEW

In this section, BESTTREE ENCODING features, mel frequency mapping will be illustrated.
A. Besttree Encoding (BTE) Model

BTE is first introduced by Amr Gody in [1]. It is intended to develop Human-Perception-Like based features. The procedure
of extracting BTE will be illustrated through the block diagram in Fig. 1.

WM* Framing H WPD H Entropy b[ BestTree H Encodin h

Speech Signal frame size =20ms  filter type: dB4 entropy type: Shannon

Figure 1: Block diagram of creating BTE

The first stage of creating BTE features vector is the framing block. At this step, the time waveform (samples) is segmented
into small frames (20 ms). The second step of creating BTE is the Wavelet packet decomposition (WPD) block. At this
block, Daubechies wavelet filter family with four points [6] is used. The output of this step is the Wavelet packets
Decomposition (WPD) of the input time frame. This is the step of spectrum extraction from the time waveform as shown in
hierarchical filter bank equivalent for this decomposition wavelet filters Fig. 2.
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Figure 2: Signal decomposition using wavelet packets [7].

The next step is Entropy. This step is the next step after WPD. Entropy is the key step to enhance BTE. Entropy is used to
measure information in each tree node in figure 2. Accordingly the best tree is decided by removing all low informative tree
nodes. In the original BTE Shannon entropy is chosen (Schneier, Shannon & Claude E., January, 1951 [8]), as given in
equation 1.

HO = = ) p(x)logp(xy) )

where p(x;) is the probability of a given symbol.
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The next Block is Best-Tree block. The Besttree function [9] uses the entropy to remove the low informative tree nodes. The
final step is the Encoding block. This step is the process to generate BTE features vector. Binary encoding algorithm is used
to encode the structure of the best tree obtained in the previous step. Tablesl and 2 illustrate the four points encoding
algorithm for BTE-4. For detailed discussion the reader may refer to paper [1]. In summary the nodes are rearranged in order
to minimize the distance between the adjacent in frequency features vectors. As quick example, wavelet packets indexing
system in table lindicates that node two and node three are subsequent but they are not in frequency (V1 at low band while
V2 at High band).Table 2 illustrates the proposed coding. Note that node 2 and 3 falls into the same band as well as they are
consecutive numbers.

TABLE 1 TABLE 2
CLUSTERING CHART TO EXPLAIN THE 4 CLUSTERING CHART TO EXPLAIN THE 4
POINTS ENCODING ALGORITHM BEFORE POINTS ENCODING ALGORITHM AFTER
ARRANGEMENT ARRANGEMENT
Level 4 Level 3 Level 2 Level 1 | Level 0 Level 4 | Level 3 | Level2 | Levell | Level 0
15 0
Vi 16 ! 3 ) 2
17 \'A 6 =
8 3 5 g
19 1 d £
0
V, 20 9 4 0 1 2 3
21 V2 3 6 K
22 10 4 5 =)
23 0 3
Vs 24 1 5 . 1 2 i g
25 2 3 3 =
12 5 c
26 4 3
v ;g 13 2 2 =)
4 6 T
29 14 Va 3 . 6
30 4

B. The Pruning Process Of The Binary Tree

WPD is expressed as 4-Levels binary tree as shown in figure 3. Each node in the tree contains “left and right” children except
the leaves nodes. Leaves are those nodes with no Childs. Entropy is evaluated for all Tree nodes. Each Tree node is identified
by unique number identifier as shown in figure 3.

iéb@@é,

Figure 3: The tree before the cutting

The best tree is then obtained from the original binary tree by pruning of unnecessary nodes of the tree depending on
Shannon entropy. Matlab is used for this process. The code of the pruning process is provided in Fig.4. The idea of the
pruning process is based on comparing the entropy of the children with its parent. If the summation of the entropy of each
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two children is bigger than its parent entropy, those children will be pruned. Fig. 5 defines the variables that are used in the
pruning code. Fig.6 shows sample of best tree after pruning process. The work in this research modifies this pruning
algorithm to remove the non-informative nodes according to Mel-Scale (Human-Perception Mechanism). This will be
introduced in the next section.

ento = NaN*ones(size(Ent)); Ent: is a vector that contains the entropy of each node in the
rec = 2*ones(size(An)); tree.
rec(Tn_ind) = ones(size(Tn)); An: All Nodes
ento(Tn_ind) = Ent(Tn_ind); Tn: Terminal nodes
J = wrev(find(rec==2)); Tn_ind: The index of the terminal nodes
k='1:length(J) Order: is equal to 2 because it is a binary tree.
ind_n = J(k); J: is a vector that contains from 15 to 1.
node = An(ind_n);

child = node*Order+[1:0rder]’;
i_child = gidxsint(An,child); ; . ; ; ;
echild = sum(ento(i_child)) Figure 5: Variables that are used in the pruning code
if echild < Ent(ind_n) °
ento(ind_n) = echild;
rec(ind_n) = 2;
else e
ento(ind_n) = Ent(ind_n); ;o \,«
rec(ind_n) =rec(i_child(1))+2; a

rec(i_child) = -rec(i_child); { _
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Figure 6: The pruned tree (best tree)

C. Mel Frequency Cepstral Coefficients (MFCC)

MFCC’s are depending on the variation of the frequency with the human ear’s critical bandwidths. Human ears cannot
differentiate between different sounds in high frequency scale in the same efficiency like it can do in low frequency scale.
Mel-Scale (MS) is a scale that reflects the hearing mechanism in the human ear. At MS frequency, linear response is located
below 1000 Hz. At high frequencies the relation is becoming more logarithmic.
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Figure 7: Relationship between the frequency scale and Mel-Scale (MS).

The formula which is used for MS (fy.;) is given as following:

sz

fmer = 2595 * log,o(1 + 200

Z00) ()
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where, fy, is the frequency in the hertz unit.

The critical bandwidth which varies with the frequency is band-pass filter, adjusted around the center frequency. This center
frequency is separate on the linear range (which be around 100, 200,... 1000 Hz) and in the logarithmic area (Above
1000Hz).

The block diagram of MFCC feature extraction algorithm is as shown in Fig. 8

Pre- Framed Windowed Mel Lo
: g (Mel
processed Signal Signal Spectrum Spectrum Spectrum)

signal
Frame Hamming EET Mel Freq. Log DCT
Y Blocking Warping

Figure 8: Block Diagram implementation of the technique

Mel
Cepctrum

After that the signal is multiplied over short-time window. This window is used to avoid the arising problems which occur
due to the truncation of the signal. The Fast Fourier Transform (FFT) is used to estimate the spectrum for each frame. Then
to obtain the Mel spectrum, passing this spectrum through Mel filter bank. Finally, the logarithm followed by the Discrete
Cosine Transform (DCT) that produces a set of feature vectors (one vector corresponding to each frame) which are then
termed as MFCC. The Mel-Scale will be included as key factor in Entropy function in order that to enhance the pruning of
leave nodes in such to keep the nodes that matches with Mel-Scale and to remove the nodes that don’t match with Mel-scale.

D. Resampling Preparation Database

Re-sampling aims to reducing the sampling rate by a factor M as illustrated at Fig. 9. The output of the down-sampled signal
y(m) does not contain all the information about the original signal x(m). Consequently, Band mapping (BM) is frequently
applied in the filter banks and usually preceded by filters to extract the relevant frequency bands.

x(n) y(m)
-

Figure 9: Block Diagram of the Down-sampling

The aim of applying the Band Mapping on the input signal is to remove the redundancy in the baseline signal. The Baseline
signal is sampled at 32 KHz. This implies that the Band width is 16 KHz. Leave Tree nodes in figure 3 should cover the
bandwidth of the baseline signal. This implies that node 15 at the low band (starts from 0 Hz) while node 30 will map the
high band ends with 16 KHz. The count of leave nodes are 16, hence each leave node in figure 3 will contribute band width

of E =1 KHz .As the matter of fact that Human speech information lies in the range of 0 to 4 KHz, hence node 18 will be

the maximum possible limit of human information. The remaining nodes from 19 to 30 are expressing frequency components
higher than 4 KHz.

Band Mapping is the process of down sampling the baseline signal to 10KHZ. This will make the bandwidth is 5 KHZ.
Consequently, the leave nodes in figure 3 will cover the bandwidth of 5 KHZ. Then the resolution to express the contained
information will be enhanced by including all Tree nodes instead of the limitation in the previous version of BTE by ignoring
the 4 KHz limit of human hearing mechanism. Using this mapping all tree nodes will be included into the process of
encoding but not only part of Tree nodes as of the previous version. Note that in figure 6 all leaf over 18 are truncated in the
previous version of BTE because the nodes higher than 18 all are not informative. Those nodes bear information about
frequency components higher than 4 KHz which are not significant in human hearing mechanism.
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3 PROPOSED MODELS

In this paper, three enhanced BTE models are proposed. The first enhanced model applies the Band-Mapped (BM) BTE. The
second enhancement is achieved by combining the Mel-Scale BTE. Finally, both Mel-Scale and BM are both integrated. In
the following sub-sections, the three models will be demonstrated in details.

A. Band Mapped BTE (BM-BTE)feature

At this feature the re-sampling is applied on the input signal to Map the baseline speech signal to fill out the complete
frequency band of wavelet packet analysis as indicated before in section 2-D. BM-BTE will consider the down-sampling to
10 (kHz) of the baseband signal. In this case the signal will spread over 5 (kHz) instead of 16 (kHz).

As illustrated at Fig.10.a and 10.b, the tree before applying the BM is distributed at the bandwidth from 0 to 16 KHz.
According to the MS, the human hearing can distinguish the sounds up to 4 KHz, so the nodes from 4 KHz till 16KHZ are
not used. On the other hand, the tree allocated at the bandwidth from 0 to 5 KHz after applying the BM. Thus, most of the
nodes in this tree are concentrated at the bandwidth from 0 to 4 KHz which reflect the human hearing band according to the
MS curve.
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Figure 10.a: The tree before applying the Band Mapping (BM)

[y fs] = wavread(file);
downSampleRate = int32(fs/10000);

y = downsample(y,downSampleRate);
fs = fs / downSampleRate;

Figure 11: The Down-Sampling code

1 KHz 2 KHz 3 KHz 4 KHz 5 KHz

Figure 10.b: The tree after applying the Band Mapping (BM)
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Figure 12: Sample BM Tree. It is clearly appear that all nodes are
contributing in tree shape structure. Compare it to figure 6, only the

first left quarter in the tree is used in building the tree.

The following code is used to limit the band to become about 10000 HZ as shown in Fig.11. A sample of a tree that is
produced from the BTE model with using BM after the pruning process is illustrated in Fig.12.
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B. Mel Mapping BTE (MM-BTE) feature

In this approach, weight is calculated for each node based on the position of this node on the MS curve. Nodes on low
frequency band will be given high weights which indicate high ability of human hearing and vice versa. Including Node
weight in each node in the entropy equation is the key of Mel-Scale based tree pruning.

The weight (W) of each node can be calculated as of equation 5 where the mean frequency of the node isf,,,4.and delta is
the absolute difference between node’s frequency and the MS frequency of this node. The delta can be determined as of
equation 4. f,,..; is evaluated for each node according to equation 3.

fnode

fMel = 2595 % lOg10(1 + 700

) (3

Delta = |fmel - fnodel (4)

(froae — delta) * 100
fnode

Weight (W) = (5)

Frequency range of each node (Node Bandwidth) can be determined based on the start, mean, and end frequencies of its
parent and also based on which side will be taken by the node (left or right node) as illustrated in the equations number 6 to
11where f} is the parent frequency, f,, is the parent start range frequency, f,,q4.— is the child start frequency, fyo4e—e is the

child end frequency, and f,, is the parent end range frequency.

Left side child calculations

frode = % + fpsr (6)
frode—s = fpsr ™)
fnode—e = fp (8)

Right side child calculations

fnode - IJET—_fP + fp (9)

2
frode—s = fp (10)
frode—e = fpe‘r (11)

For example, node 1 and 2 are the children of node 0 as shown in Fig.14. Node 0 covers the band from 0 to 10000Hz with
center frequency 5000HZ whereas Node 1 has f, 2500Hz and covers the band from 0 to 5000Hz and Node 2 covers the band
from 5000 to 10000Hz with f, equals 7500Hz and so on for the remainder of the tree nodes. Fig.13 illustrates the Matlab
script for MS-BTE model.

Also as shown in the Matlab script (Last line in Fig.13), each entropy is multiplied by its corresponding weight to get
weighted entropy that is used during the pruning process. Fig.14 illustrates the output matrix from this script. Fig.15
illustrates a sample for an output tree after the pruning process,
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child = node*order+(1:order)’;
i_c =child+1;
for k =1:order
parentFreq = double(freq_nodes{ind,1});
parentStartRange = double(freq_nodes{ind,2});
parentEndRange = double(freq_nodes{ind,3});
childFreq = 0;
childStart = 0;
childEnd = 0;
ifk==1,
childFreq = (parentFreq - parentStartRange) / 2 + parentStartRange;
childStart = parentStartRange;
childEnd = parentFreq;
elseif k==2,
childFreq = ((parentEndRange - parentFreq) / 2) + parentFreq;
childStart = parentFreq;
childEnd = parentEndRange;
end
freq_nodes{i_c(k),1} = childFreq;
freq_nodes{i_c(k),2} = childStart;
freq_nodes{i_c(k),3} = childEnd;
mell = 2595*l0g10(1 + (childFreq/700));
delta = abs(mell - childFreq);
weight = (childFreq - delta)*100/childFreq;
alINI_new(i_c(Kk),:) = [alINI(i_c(K),:) childFreq mell weight (weight *alINI(i_c(Kk),4))];

Figure 13:BTE model with Mel-scale (MS) techniques code

Figure 14: Output Matrix from the code Figure 15: The tree after the pruning using MS-BTE (best
tree)
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C. Mel and Band Mapped BTE (MBM-BTE) feature

This is combination of BM-BTE and MM-BTE. The symbol MBM-BTE is designated to identify this model along with this
paper script. Fig. 16 illustrates the tree after the pruning process of the tree using both Band mapped and Mel Scale
techniques.
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Figure 16: The tree after the pruning using MS and BM
(best tree)

4 HMM MODEL

The Hidden Markov Model (HMM) is a robust statistical tool for solving the automatic speech recognition (ASR)
problems and modeling generative sequences. HMM applications are exploited for many interested areas of the signal
processing. In this research, Hidden Markov Model Toolkit (HTK) [10] is utilized for configuring, training and testing
the proposed models. HTK will be trained and tested using BTE feature vectors for different models {BM-BTE, MS-
BTE and MBM-BTE}. HMM models are adapted from the single Gaussian HMMs to multi mixture components.
Hence, the process of increasing number for the components in a mixture is called Mixture splitting. The process occurs
by increasing the number of mixtures by one or two then re-estimating. Therefore, the number of mixture is increased
and re-estimated in each step until the optimal number of components is obtained.

5 EXPERIMENTS

In the proposed models framework, HTK tool is utilized to build HMM based speech processing tools, especially
speech recognizers. The set of HMM models parameters could be estimated by using the training tools. This process
occurred by using training utterances and their associated transcriptions. In this framework MATLAB and Microsoft C#
(C sharp) language are used for building the needed logic for the initial models of HTK.

In ASR, performance can be greatly enhanced by adding Delta and Acceleration coefficients of the vector components
to features vector. Where delta coefficients (D) indicate the first order regression coefficients and the acceleration
coefficients (A) indicate the second order regression coefficients. HTK gives the option to take these coefficients (D
and A) into consideration during the training and testing process. HTK also allows changing the number of Gaussian
Mixtures in the range from one to three in HMM emitting states. This Research provides baseline performance
evaluation for vocabulary-independent mono-phone recognition of English by using Vid-TIMIT database. The HMM-
based recognizer was trained with not-hand-verified data from 43 speakers (19 female and 24 male), reciting short
sentences. Using 35 context-independent phone models, baseline phone accuracy was obtained on an independent test
set of 15634 phone segments from 20 speakers. The recording of this database was done in a noisy environment (mostly
computer fan noise) and also not hand verified. In this paper 20% from database was used for testing and 80% was used
for training. For reference of using Vid-TIMIT in speech recognition, reader is recommended to read the thesis by Nasir
Ahmad [11]. In his work [11], MFCC-based audio features from noisy audio signal were then extracted at signal-to-
noise ratios (SNR) ranging from 30dB to -10 dB and combined with each of the new motion-based visual features using
Vid-TIMIT database. This database contains 420recorded wave files which are mono-phones in wav format, 335 files
used for training and for testing, 85 files are used. The recording was done in a noisy environment (mostly computer fan
noise). The sampling rate of the recorded wave files is 32 kHz, 16 bit.
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6 RESULTS AND DISCUTION

HMM model with three emitting states and various Gaussian Mixtures in each state are used to model the English
Mono-Phones. MATLAB, Visual studio, and Hidden Markov model Tool Kit (HTK) are used to implement the
framework and evaluating the results. The results of the three proposed models {BM-BTE, MM-BTE and MBM-BTE}
are illustrated in this section. As mentioned earlier, MFCC will be considered as reference for all models. MFCC will
be used as features vectors for Vid-TIMIT, the same database used in this research, to obtain the reference results.
Fig.17 illustrates the success rate % for MFCC (The reference curve) against the Pruning threshold (HTK parameter
that is being adapted for optimal results). For more details about this parameter the reader is recommended to read HTK
book [12]. The recognition rates are optimized by changing the values this pruning factor. For MFCC (The reference
curve) the recognition success rate % starts from 33.13% towards 38.13%.

Fig. 18 shows the effect of changing the pruning threshold on BM-BTE model with Delta only and another time with
Delta and Acceleration. The maximum value of recognition rate in BM model achieves 38.33%.

Fig. 19 illustrates the effect of changing the pruning threshold on MM-BTE model with Delta only and with Delta and
Acceleration in the other curve. The maximum value of recognition rates in MM-BTE model achieves 35.62%. And the
effect of changing the pruning threshold on MBM-BTE model is shown in Fig. 20, the maximum value of recognition
rates in MBM-BTE model achieves 38.9%. Finally, comparison chart is provided to illustrate the success rate for each
model against the reference MFCC in Fig. 21.
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Figure 17: Effect of increasing pruning threshold on recognition rate in MFCC model
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Figure 18: Effect of increasing pruning threshold on recognition rate in BM-BTE model
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Figure 19: Effect of increasing pruning threshold on recognition rate in MM-BTE model
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Figure 20: Effect of increasing pruning threshold on recognition rate in MBM-BTE model
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CONCLUSION

The methodology of mixing BTE 4 model with the Mel Scale and Band mapping the baseline signal (MBM-BTE) is
very promising to enhance the behavior of Automatic Speech Recognition problem. In the proposed model the results of
ASR for English mono-phone is almost exceeding the obtained results using MFCC on the same database for the same
problem. The problem of English mono-phone is chosen without grammar because the target is to prove the efficiency
of the proposed model against MFCC by providing comparison results on the same database for the same problem.
Adding the grammar will not change the relative efficiency; it will just elevate the obtained success rate but will keep
the relative difference. As of that the complexity will not add value for the final results, it is chosen to work for mono-
phone problem. Mono-phone problem has lower success rate in general than context-Dependent phone recognition
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with Grammar. The values range from 41% for mono-phone compared to 70% for Context-Dependent and may exceed
96% after adding the Grammar and language model [2]. In this research, the proposed model gives 38.9% compared
with 38.13% by the reference MFCC for Mono-Phone Recognition of English language. This indicates 1.02
enhancements over MFCC for the same problem. Take into account that MBM-BTE vector size is only 4 components
compared to MFCC (12 components) {without adding delta and acceleration parameters). So that this research provides
new promising features that gives 1.02 enhancements over the best practical features in use in the market of ASR
(MFCC) with 0.33 size of MFCC (almost 66% size improvement over MFCC).
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