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Abstract: Sentiment analysis (also known as opinion mining) identifies and analyzes opinions and emotions in many domains (e.g.
news, articles, product reviews, blogs, forum posts). Opinion mining is very important for companies, governments and every one
interested to know opinion about special subject. This research discusses the problem of identifying opinion in Arabic news and
Arabic articles. Most previous researches focused on extracting opinion from direct sentiments at the level of the article.
Considering that an article contains large number of sentences, and some of these sentences may be about different topics and may
be not opinion sentence, we propose a new methodology for sentiment analysis for Arabic articles. It starts with identifying opinion
sentence related to the target of the article. Machine learning and Typed Dependency Relations (TDR) are used to identify the
opinion sentences. Sentences that contain one word of high frequency nouns or adjectives are classified as target sentences. Then
opinion lexicon is built using machine learning based on dataset that was collected from different domains (e.g. politics, economy,
government, sports, and art). Three methods are used to identify opinion mining in articles. A method that depends on Opinion
Lexicon achieved F-score of 62.8%. Machine learning (SVM) method achieved F-score 42.63%. whereas, our method that
identifies opinion sentences that are related to the target of article then using opinion lexicon achieved the best results (F-score of
73.25%). So we recommended to identify opinion sentences that are related to the target of the article, then use the opinion lexicon
to know the opinion.

Keywords: Opinion Sentences, Arabic Grammar, Target Sentences, Opinion Lexicon, Machine Learning (SVM).
1 INTRODUCTION

Nowadays people have the chance to express their opinions and sentiments and make it available in electronic news.
Opinion mining is concerned with the analysis of people’s opinions and sentiments towards companies, governments and
individuals automatically. Manually extracting opinions consumes time and effort.

Most efforts for opinion mining deal with English texts, some new works deal with other languages and a few works are
in Arabic. These Arabic works deal with social networks (tweets, comments or posts). This research is the first research
analyzing Arabic article news about a certain topic. Ref. [1] identifies citizen opinions from comments about
governmental decisions by using three machine learning (K-Nearest Neighbor, Support Vector Machine (SVM) and
Naive Bayes. Citizen opinions about Portuguese Politics were identified from weblog posts, comments to those posts,
and comments to news [2]. Ref. [3] recognized opinion in English quotations (reported speech) in newspaper by using
large lexicons, as well as specialized training and testing data. Ref. [4] tool can determine if the comment or review is:
(subjective or objective), (positive or negative), and (strong or weak). Most works in the field of opinion mining
concentrate on extracting knowledge from direct opinions. Directly opinion mining from an article is not effective
because article contains large number of sentences, some of these sentences may be written in other topic or do not
contain opinion. Opinion mining for Arabic article news is very important for government, different establishments and
every one interested in knowing the opinion about a special subject.

This paper presents different techniques to identify opinion sentences and target sentences then use opinion lexicon to
identify sentiments for the words. This paper is divided into five sections, section two describes related work, section
three deals with identifying opinion sentences, target sentences and building opinion lexicon, section four is the system
evaluation and results. Finally, the conclusion and future work are presented in section five.

2 RELATED WORK

There are many Opinion Mining and Sentiment systems for analysing social networks. Many approaches have been used
in opinion mining of which machine learning and lexicon based are the widely used ones. Polarity classification is used
to classify a document as positive or negative [5] whereas, Machine Learning (SVM, NB) identifies opinion in Egyptian
tweets [6]. Although Machine Learning methods have high performance, article contains large number of sentences and
requires an annotated corpus to train a classifier which is not easy to obtain from Arabic corpus. Opinion lexicon is used
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for opinion in English quotations (reported speech) in newspaper articles [3]. It is a collection of words and sentiments
regardless of the relations between the individual words. Another method for opinion mining is the utilization of three
successive methods (lexicon based method, maximum entropy model and k-nearest model). This method is used to
extract opinion from multi Arabic documents [7]. It works on posts in domains of education, sports and Politics rather
than articles. Ref. [8] identifies opinion in English news by using lexicon and POS-tagging as features to extract
contextual polarity. Ref. [9] filters out negative articles and serves only good news after classifying news articles using
sentiment analysis. This method will enable customers to focus only on the good news which will help spread positivity
around and would allow people to think positively.

3 PROPOSED MODULE

The proposed methodology includes three steps; identifying opinion sentences, discovering target sentences and
sentiment analysis using reliable lexicon dictionary.
The methodology three steps are explained as following:

A. Opinion Sentences Identification
To extract opinion sentences from an article, we used two methods: Type Dependency Relations and Machine Learning.

1) Type Dependency Relations: identifies the opinion sentences by selecting and utilizing relevant dependency
relations between words by using three relations [10] that indicate a probable presence of general opinions in
sentences. These relations from Stanford Typed Dependencies give definition to 55 binary grammatical relations
between a governor and a dependent that can possibly be present in a sentence.

R1: Any form of verbs then any form of adjectives Example:
4l \AS}A su.\.\c)ﬂc\ués.kh;ﬂ DJJ)AJM‘)AAAMQJSS‘L)C UJMML&JLL‘A}:LA: dalall cle ) dbwﬁuﬁo)ﬁ\}a@bj_
L5 Tlae 40l e 4318 jlie (g Slmd i ¥ e aal g e Y L) (f iidala
The sporting director said | was careful during the past few hours to deliver a message to Egyptian officials about the
need to preserve all players, stressing that it was not logical for a single player to participate in three teams as well as his
participation with his club locally and continental
R2: Any form of adjectives then any form of verbs
Example:
D) agie o agadss duall AV Goalll Al clee 31 Aaali LG (g adl LaBY) ol Aggaa sbae o slae -
¢ gaill (3823 4uad Aia i Lealy O sale Aala®®Y) Wi )l Luin peae o buaall Gy gud) sUE! 5 gilal) Ll g o sabam®y) uall oSt LLdl
Bkl Letla sia s A paall Lead ga s Jans 5¥1 (380 (3) suad ST L sS1 1 las
Dependency on unknown resources hit the Egyptian economy, after successful visits to Cairo by the world leaders, in
the last few days they signed on investment contracts by millions. Economic expert and legal adviser to the new Suez
Canal make sure that Egypt will cross the economic crisis million % , and has a golden chance to achieve development ,
due to it being the biggest Middle East market, geographical position and its resistance mighty.
(Jad (38n3 Adin Al cJad o jainy A0a A g
R3: Adverb then verb or adjective, adjective then adverb, verb then adverb
Example:
Jsla Of I tina A2l 3 aY) (any b i Ui (S0 bl Gt e Ay dall g 4t 1 o 33 93 5e Apailanal) 331 5Y) O <0l (5 " ST -
cosnliall IS8 Jama 55 ks ol S
Sari EL-din make sure that political will existent beside the desire and determination to achieve success, but there is
weakness in the executive devices, considering that electricity solutions are a powerful and miracle by any standards.
 ddia Carin u).L\ Slia
il Qs gl 5 cAplial) Cle) a1 e Jadh juaty of ity Y g s Uiadaa s ¢ Tl g dads 5 Slale u)s;u\ 4 szl -
The treatment, which should be an urgent, decisive, panacea, reassuring and comforting, should not be Ilmlted only on
punitive measures, and violent means.
In Arabic language adjective often comes after noun so we add these relations.

R4: Any form of verbs then noun then adjective
Example:
) Al Bélay s dai gl A oy il Ld Jlae Vs daada ClplB aa3 (o sall 8 Adsiall ALl el jhadl o (a1 ol e sl J6 -
Akl g 53 e Joanyy 4855 e
Hussam Ghali Al-Ahly captain , said that the remaining eight league games are crucial meetings where there is no room
for negligence at any point, even the red team maintains its superiority and gets Shield tournament.
Ada HaaY) Jeld (3 ) b Jailay ¢ Adis Gada (o gen ge Cleldl Jad 22
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Tallal) e laiiuy) dagd 53l ) sbaa¥ s daladl 2l (5 3Kl leall (Dle) deuly o ela e gty dala Bilaal asll <5 panll i@y agdi -
RZARMIEPE-E Pt
The Egyptian economy had an important and variety events, it came at first that, announcement from
Central device for Public Mobilization and Statistics increasing value of financial investment banks to 23.1 %.
a5 _yeaall Jeli ALY Jab 265
R5: Adverb then noun then adjective
DI A8 5 ) ) el Claal CIS A laall g D 13a 8 Ausiie A o) LA 5l dsan,ll g AL gall dalall ) jal) cuS)
Public Journals state official confirmed that there are hidden hands, causing the death and destruction that cost the
owners of those scorched shops a lot.
Aba 388 ol sl Cayla Sllia
1) Machine Learning: we collected 2000 opinion and non-opinion sentences from electronic newspaper articles in
different domains(700inPolitics, 450 in sports, 350 in economy, 200 in electricity and 300 in government) for
training by supervised machine learning Support Vector Machine(SVM) using the following 5 features [11]:
1- Sentence position: The position of each sentence in article.
2- Sentence length: The number of words in each sentence.
3- Subject: A subject describes the action of the verb in a sentence.
4- Frequencies of each part of speech in the sentence.
5-Tenses: Tense in sentence present, past or future.
To be able to use feature #3 (subject), we have a challenge of extracting the subject. We used Arabic Grammar relation
[12] and Stanford part of speech tagger [13]. POS tagging can detect past and present tense only. To identify future tense,
we add a rule:
- If a verb starts witho or comes after <, then it is in the future tense.
Arabic Grammar uses relations between words to recognize Grammatical Relations (GRS).
"Jeldl" Subject: Arabic language has multi representation of subject. The subject describes the action of the verb and
always, comes after it. We used the following rules:
R1: Verb + NP {(Proper-Noun) + complement}->The subject is the proper noun
Ex: Ahmed wrote an article. iltie seaf (i€ : Jia

"Ahmed: subject, write: verb, object: article". 4 Jszia :Alia (Jeld rdaal (Jad (S
R2: VP + NP {(SN) +Proper-Noun}-> The subject is the Singular Noun
Ex: Doctor Mohammed confirmed the need for commitment to work.Jdasll al Y15 )5 pim daaa ) giSall 81 ;Y

"Doctor Mohammed: subject, confirmed: verb, the need for commitment to work™ &l Ji¥1 3 55 yia dasa ¢ Jeld ;) 5iall ¢ J2é ;)
Jeally

R3: VP {V + PRP} + NP | PP{(Noun)+ complement}->The subject is the noun
Ex: The minister brought decision to me.'Jl_g sl A as s :JGa

A dsmia |l 8 edeld e (e drdan s
"The minister: subject, brought: verb, object: decision, to: preposition, me."

R4: VP {V} + NP {(SN) + ADJ}~—> The subject is the Singular Noun
Ex: industrious student succeeded. 3¢l allhall mas ;s

"industrious: adjective, student: subject, succeeded: verb"

B. Target Sentences

To determine if the opinion sentence is talking about the target of the article, we have a challenge of extracting the main

topics in the sentence. A sentence is Noun Phrase (NP) or Verb Phrase (VP). The Noun Phrase usually contains topic

and/or object in the sentence, or in simple words, this is what the sentence is talking about, while Verb Phrase describes

some action between the objects in the sentence.To extract the main topics of the sentence, we consider the following

words as targets of the sentences [14]:

- Every noun,

- Noun after noun and

- Adjective after noun

- Then we take the sentence related to article target by taking sentences that include the most frequent words. We
made several experiments with different percentages of high frequency target words to find the best percentages.

Example:
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cdlalail) ey 4 jla 1) cg 38 pall i) clipaat AY 5 V) o s S alad Al ¢ (g peaal) Agiad) Jlad @dlead) jlaad s

Agaluall

Exchange rates recorded in front of the Egyptian pound, at the end of trading on Sunday, according to the latest central
bank updates, are stable compared to prices of morning trade.

SV 138 e i 4y Galal) Juadl 5 s Gl et 10 sl g8l el g1 (1 (5588 i ls #la gl el g5 (e oS (5 08 -

Reader complains of rising electricity prices and sent a complaint from rising electricity prices this month with a copy
of its receipt explain this rise .

C. Opinion Lexicon

In order to create the Opinion lexicon, we collected tweets, news and articles about different domains and classify them
manually into positive, negative or neutral, then we used machine learning to train data and get weight for each word to
determine the sentiment level of each word.

1) Data Collection and Preparation:

From tweeter:
-We collected dataset from different domains then classified manually into (negative, positive and neutral), negative
and positive data used only for training by ML.
-They were split into very simple tokens such as numbers, punctuations and words of different types. Then
stemming analysis process was applied to produce the stem of tokens.

2) Lexicon classification: We use this tweets prepared data for training using support vector machine (SVM) based on
frequency of words in all tweets as a feature. SVM was used to infer the values of words implicitly from the training
data. The generated model from this training, which has many tokens with positive or negative weight values
includes 11000words. Tweets have been written in Egyptian Dialect, so we use Transformation of Egyptian Dialect
into Modern Standard Arabic system [15] to transform these words to standard Arabic language to be suitable for
articles and neglect the words which contains alphabetical mistakes. This process resulted in the removal of 1219
words and only 9781 correct words were used.

We use these news and articles prepared data for training by (SVM) based on frequency of words in all articles as a
feature.
-The generated model from this training contains (11887) words with positive or negative weight values.

Example:
0.653 O3l 'achievement'  0.539 1 'good’ 0.5124 &) 'imperforate’ 0.5 2% 'honors'
-0.665 =L 'damned’ -0.37 (= 'bad' -0.593 2~ 'ban’ -0.31 Al ‘pain’
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Figure 1: SASAAN Block Diagram

After the recognition of the opinion sentences related to article target, POS tagging was used to select verb, adjective and
noun words only from these sentences then we used the opinion lexicon to know positive or negative weight values for these
words [16]. A final positive score leads to the classification of the article or news as positive, whereas a final negative score
leads the system to classify the article as a negative one. If the score is from 0.02 to - 0.008, this article or news is considered
neutral. The description of the System is shown in Fig. 1.

4 SYSTEM IMPLEMENTATION AND EVALUATION

Data Collection

We generated our OL by collecting tweets, news and articles from the internet. These tweets, news and articles
address general topics such as political, education, economy, government, art, sports, and communication.

From twitter:

-A total of 18,764 tweets from different domains (4,970 for celebrities data, 6197in communication and 7597 in
government) were collected.

-These tweets were classified manually into (13037 negative, 3593 positive and 2134 neutral). Then we used only
8700 tweets (5100 negative and 3600positive) to reduce the difference between positive and negative tweets and we
neglected the neutral ones.

From electronic news web sites:

- A total of 350 articles and 500 news from different domains(e.g. politics, economy, government, sports, and art)
were collected.

- This data was classified manually into (313 negative, 293 positive and 246 neutral). We neglected the neutral
articles and news.

To evaluate the proposed system (SASAAN), we evaluate each stage. The first stage is opinion sentences extraction. The
second is target sentences extraction. The third is to develop the opinion lexicon to evaluate sentiment analysis. Each
stage is evaluated in subsection B, C and D. Finally the system as a whole is evaluated. We use two metrics to evaluate
the efficiency of the proposed system (SASAAN).

TP+TN
1. Accuracy = ——————
TP +FP+TN +FN

2. Precision, Recall and F-score
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B. Opinion Sentences Extraction
We identify opinion sentences by three methods:
1) Type Dependency Relations: the results of identifying opinion sentence using TDR on a dataset of 250 sentences
are presented in Table 1. It shows the results of each relation. We get the best results when we use all these
relations in this technique.

TABLE 1
IDENTIFYING OPINION SENTENCES BY TDR
Relation Precision | Recall F-score
R1: Any form of verb then adjective 90% 12% 21.17%
R2: Any form of adjective then verb 80% 47% 59.2%
R3: Adverb then verb, adverb or adjective 80% 14% 23.8%
R1+R2+R3 82% 40% 53.8%
R4: Any form of verb then noun then adjective | 73% 65% 68.8%
R5: Adverb then noun then adjective 70% 63% 66.3%
R1+R2+R3+R4 +R5 75% 65% 69.7%

Regarding the effect of R4 and R5 on the OS extraction performance, in Arabic language, the adjective often
comes after noun. So we can note that there was an improvement of 15.9% in the F-score.

2) Machine Learning: we use dataset of 250 sentences for testing the identification of opinion sentences by machine
learning (SVM), we got this result:-
Precision=70% Recall=67%  F-score=68.46%
3) Combining TDR and SVM: we used dataset of 250 sentences to evaluate the identification of the opinion
sentences with the following methods:
- When the sentence is identified as opinion by two methods (TDR and SVM), we got this result:-
Precision=75% Recall=67% F-score=70.8%
-When the sentence is identified as opinion by any one of methods (TDR or SVM), we got this result:-
Precision=65%  Recall=96%  F-score=77.5%
It is apparent that the best results for opinion sentences extraction are obtained when using TDR or SVM.

C. Target Sentences Extraction
We extract the sentence related to the target of the article by making several experiments with different high
frequency target words, as shown in Fig. 2. The best result is obtained when we take quarter of high frequency
words.
We used a dataset of 100 articles to evaluate identifying sentences related to the target of article. Then we use
opinion lexicon. We get this result:-

Precision=71% Recall=68.8% F-score=70.15%

When we analyze a dataset of news to evaluate identifying target sentences, we find most sentences in the news are
related to its target due to the small number of news existing in the news compared to the articles.

74
72
70
68
66
64
62
60

H Precision
H Recall

F-score

Q

SN NS
0@ ,@a ,@: ,@ .@

Figure 2: Target Sentences By High Frequency Target Words



20

F. Z. Farahat, A. Hamouda, A M. Rashed: Sentiment Analysis System for Arabic Articles News (SASAAN)

D. Opinion Lexicon

We get the following results when we use the published lexicon sentiment [17] on our data set:-
Accuracy positive =50%

Accuracy negative=47%

So we decided to build two opinion lexicon:

First one by using (18,764 tweets). When we use our tweets opinion lexicon, we get the results in Table 2.

TABLE 2
TWEETS OPINION LEXICON RESULT
Field Type Precision Recall F-Score
Tweets positive 78% 7% 77,5%
negative 80% 80% 80%
News 66% 65% 65.5%
Articles 61% 62.8 61.9%

Second by using (350 articles and 500 news).When we use our tweeters opinion lexicon, we get the results in Table 3.

TABLE 3
NEWS AND ARTICLES OPINION LEXICON RESULT
Field Precision Recall F-Score
News 63.14% 63.66% 63.4%
Acrticles 61% 43.35 50.7%

E. System As All

1)

2)

Machine learning: We have collected 428 articles from deferent domain (politics, economy, government, sports,
and art) and classified them manually into negative, positive and neutral. Segment the words in each article and
then use these words features for training by support vector machine (SVM). When we identify opinion in article
by using machine learning (SVM) we get this result:-

Precision =37% Recall =48% F-score=41.78%
Opinion lexicon and SVM classifier are used for opinion in English quotations (reported speech) in newspaper
articles [3]. This method achieves low F-measure 33% for positive and 66% for negative.

Opinion Sentences then Lexicon: we used dataset of 400 news (97 negative, 179 positive ) to evaluate identifying
opinion sentences then use:
-Tweets opinion lexicon to know the opinion. We get these results shown in Table 4.

TABLE 4
OPNION SENTENCES THEN OPINION LEXICON ON NEWS RESULT
Case Precision | Recall F_score

When use TDR OR ML to identify opinion sentence then 69% 73.4% 71.2%
use lexicon

When use TDR and ML to identify opinion sentence then 66% 67% 66.7%
use lexicon

When use TDR to identify opinion sentence then use 65% 64% 65.5%
lexicon

When use ML to identify opinion sentence then use lexicon | 61.3% 62.5% 61.9%

- News and articles opinion lexicon to know the opinion. We get these results shown in Table 5.
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TABLE 5
OPNION SENTENCES THEN OPINION LEXICON ON NEWS RESULT
Case Precision Recall F_score

When use TDR OR ML to identify 77.42% 67.4% 72.5%
opinion sentence then use lexicon
When use TDR and ML to identify 75.64% 61.7% 67.97
opinion sentence then use lexicon
When use TDR to identify opinion 68.1% 63.5% 65.77%
sentence then use lexicon
When use ML to identify opinion 60.7% 60.5% 60.6%
sentence then use lexicon

We used dataset of 100 articles (64 negative, 36 positive) to test identifying opinion sentences then used:

- Tweets opinion lexicon to know the opinion in articles. We get these results shown in Table 6.

TABLE 6
OPNION SENTENCES THEN OPINION LEXICON ON ARTICLES RESULT
Case Precision | Recall F_score

When use ML to identify opinion sentence then use 71.25% 68.5% | 69.87%
lexicon to know the opinion in an article
When use TDR to identify opinion sentence then use 71.5% 70% 70.8%
lexicon to know the opinion in an article
When use TDR and ML to identify opinion sentence then | 72% 71% 71.5%
use lexicon to know the opinion in an article
When use TDR OR ML to identify opinion sentence then | 69.8% 68.77% | 69.5%.
use lexicon to know the opinion in an article

- News and articles opinion lexicon to know the opinion in articles. We get these results shown in Table 7.

TABLE 7
OPNION SENTENCES THEN OPINION LEXICON ON ARTICLES RESULT
Case Precision | Recall F_score

When use ML to identify opinion sentence then use | 54.28% 62.63% 58.5
lexicon to know the opinion in an article
When use TDR to identify opinion sentence then 56% 63.4% 59.5
use lexicon to know the opinion in an article
When use TDR and ML to identify opinion 54.28% 62.63% 58.5
sentence then use lexicon to know the opinion in an
article
When use TDR OR ML to identify opinion 57.3% 64.49% 60.8%
sentence then use lexicon to know the opinion in an
article

3) Opinion Sentences related to target then Lexicon: we use dataset of 400 news to test identifying sentences that
are related to target of news then using opinion lexicon we get this result:-

Precision=63.4%  Recall=61.8% F-score=65.6%
Finally we use dataset of 100 articles to test identifying opinion sentences that are related to target of article then using
opinion lexicon we get this result:-

Precision=74% Recall=72.5% F-score=73.25%
We can notice that the result of using lexicon after identifying opinion sentences by union of two methods that are related
to the target of article gives the best results of articles. Whereas, the best results for news is identifying opinion sentence
by union of two methods then use lexicon to know the opinion. Results seems to be logically accepted because the
article contains large number of sentences, some of which may be about another topic or not opinion sentence while most
sentences in news are related to its target.
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5 CONCLUSION

An Arabic system to identify opinion in Arabic articles and Arabic news has been presented. We proposed a methodology
with three sequential steps:

1)

Identifying opinion sentences by two methods: machine learning and Type Dependency Relations, 2) Extracting
the opinion sentences related to the target of the article, 3) Building opinion lexicon based on training data by SVM
classifier. From results we concluded that using lexicon opinion on specific words (verb, adjective and noun) is
better than identifying opinion in article by using machine learning (SVM). Identifying opinion sentences by
machine learning (SVM) and TDR then opinion lexicon achieved better results. Moreover, when we use opinion
lexicon for opinion sentences related to the target of the article, it gives the best results (F-score 73.25%0). In the
future, we will use SVM classification based on new set of features such as position, syntactic features and
meta-discourse features for extracting topic sentences. Also, in the future, we plan to increase opinion lexicon
size by increasing the training dataset.
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