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Abstract: In traditional Dialect Identification (DID) approaches, regardless of the level and type of features used for identification,
they use either predefined references such as phones, phonemes, or even acoustic sounds that characterize a language/dialect, or
involve some sort of transcription of the input data. The transcription may be manual or automatic using tools such as ASRs,
Tokenizers, or Phone Recognizers. In this paper, we introduce a new approach based on analyzing the speech signal directly and
extracting the features that characterize the dialect without any predefined references and without any sort of transcription. The
main idea is that we find the repeated sequences (motifs) of the dialect by treating the speech signal as a times series, so we can
apply motif discovery techniques to extract the repeated sequences directly from the speech signal. For motif extraction, we
adopted an extremely fast parameter-free Self-Join motif discovery algorithm called Scalable Time series Ordered-search Matrix
Profile (STOMP). We implemented the new approach in two stages; in the first we built a base line system in which we extracted
12 Mel Frequency Cepstral Coefficients (MFCC) from each motif, in the second stage we built an improved system using 39
coefficients by adding 13 Delta coefficients, 13 Delta-Delta coefficients, and 1 Log Energy coefficient. In both systems, we used
Gaussian Mixture Model-Universal Background Model (GMM-UBM) as a classifier. We applied our new approach on three
different motif lengths 500ms, 1000ms, and 1500ms using 1gmm component up to 2048gmm components. We downloaded the data
set from Qatar-Computing-Research- Institute domain. We carried out our experiments on different Arabic dialects: the Egyptian
(EGY), Gulf (GLF), Levantine (LEV), and North African (NOR).The base line results were very competitive with the traditional,
more sophisticated approaches, while the improved system showed very good result. The improvement was so significant that we
can consider the new approach as competitive, simple, and dialect-independent approach.
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1 INTRODUCTION

The main Arabic dialects can be classified as: Egyptian, Gulf, Levantine, and North Africa. Automatic Dialect
Identification (DID) is a special case of the more general task which is Automatic Language Identification (LID). LID
became a mature technology and has various applications [1]. An Arabic DID system is required to automatically
identify the dialect of the input speech; this is a challenging task since there are no solid boundaries between different
Arabic dialects. As mentioned above, DID is a special case of LID, therefore, we can apply the same techniques used in
LID to establish an Arabic DID system. Most LID systems, and therefore DID systems, operate in two phases, a training
phase and recognition phase. In training phase, the system is trained using examples of every target dialect. This
training data can be as simple as the digitized speech utterances mapped to the corresponding spoken language. More
sophisticated system may require more data such as phonetic transcription in a form of sequence of symbols of the
spoken sounds, and an orthographic transcription of the spoken words. From the training speech, fundamental
characteristics of each language are analyzed to produce language-dependent models. The second phase, recognition,
makes use of the language-dependent models produced in the training phase to identify new unknown utterances [2].
Based on the type of dialect features extraction and modeling, DID approaches can be divided into two main classes, a
high level lexical and phonetic features approach such as Phone Recognition followed by Language Modeling (PRLM)
and Parallel Phone Recognition followed by Language Modeling (PPRLM), and low level acoustic features concerned
with spectral characteristics of speech such as Mel Frequency Cepstral Coefficients (MFCC) and Perceptual Linear
Prediction (PLP) as acoustic front end and Gaussian Mixture Model (GMM), Universal Background Model-Gaussian
Mixture Model (UBM-GMM) as acoustic backend [3] [4]. In this paper we are presenting a new approach based on the
acoustic features of the spoken dialect. This approach is based on first discovering the repeated sequences/patterns i.e.
motifs, of the speech signal directly, and then extract the MFCC features of the motifs. To examine the new approach we
selected the well-known UBM-GMM method for modeling and classification. The reset of this paper is organized as
follows: section 2 will present a brief description of the most popular DID/LID approaches; section 3 will discuss the
motif discovery approach. Section 4 will be dedicated to explain our proposed approach; section 5 will show the
experiments results, while the last section 6 will be a conclusion and future work.
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2 DID/LID APPROACHES

A. High Level Lexical and Phonetic Features Approach

1) PPRLM Approach: In Phone Recognition followed by Language Modeling (PRLM) approach, a phone recognizer is
used to tokenize the training dataset of the target dialects to produce phone sequences. The phone sequences are used to
train a statistical language model to generate phonotactic language model for the dialects in question. These phonotactic
language models are used to compute the dialect likelihood for the unknown utterances [S5][6][7].

2) PPRLM Approach:In Parallel Phone Recognition followed by Language Modeling (PPRLM), phonotactic statistics of
a language are extracted using multiple phone recognizers. Every phone recognizer is trained on different languages to
capture acoustic characteristics of each language. The recognizers are combined to form a parallel recognizer PPR to
characterize the spoken language [4].

B. Acoustic Approach

The implementation of the acoustic approach is comprised of two phases, a feature extraction phase, followed by a
classification phase [8] [3][9]. The most popular features used in this phase are:

1) Mel Frequency Cepstral Coefficients (MFCC): Frequency domain features are characterized by their robustness
and reliability to variations of speakers and recording conditions.

2) Shifted Delta Cepstral coefficients (SDC): SDC is a stack of delta spectra computed across multiple speech frames.
SDC is an efficient method to model temporal features of languages, which is very important in language identification.
It is based on Delta-Delta coefficients extracted in MFCC with the capability of modeling temporal features over
multiple frames to accommodate the phonemes length which is at least 50ms.

3) Relative Spectra Filtering (RASTA): Filtering of cepstral trajectories is used to remove slowly varying, linear
channel effects from raw feature vectors.

The second phase in acoustic based approach is the classification phase. The following are the most popular classifiers
applied in DID/LID. These classifiers are used successfully in speaker recognition:

1) GMM-UBM: GMM is extensively used in speaker recognition. In GMM-UBM approach the first step is to
create a Universal Background Model (UBM) by training the GMM with a large amount of data using iterative
Expectation Maximization (EM) algorithm to maximize the likelihood of the GMM. To create a speaker specific model,
GMM parameters; the mixture weight, mean vector, and covariance matrix are adapted to specific speaker using
Maximum a Posteriori (MAP) scheme. During the adaptation process, parameters for the Gaussian mixtures which bear a
high probabilistic resemblance to the language specific training data will tend towards the parameters of that training data
whereas the parameters of the Gaussian mixtures bearing little resemblance to the language specific data will remain
fairly close to their original UBM values[4].

2) GMM-SVM: Support Vector Machines (SVM) became as popular as GMM.It uses a linear kernel in a
supervector space for rapid computation of language distance. The kernel computes the distance between two
supervectors one represents the GMM model and the other represents the target language [4].

3) i-vector: Dehak [10] developed a new classifier by finding a low dimensional subspace from the GMM
super-vector space based on Joint Factor Analysis (JFA) as a feature extractor. The low dimensional subspace is called
total variability space since it includes both speaker and channel variations. The dimensionality of the low-dimensional
space is reduced using Linear Discriminant Analysis (LDA). The vectors in the low-dimensional space are called i-
vectors, which are of small size compared with those in GMM super-vector to reduce execution time while keeping the
recognition rate acceptable.

3 MOTIF DISCOVERY

Motif discovery has been applied in many applications such as summarizing and visualizing massive time series
databases, in addition to various data mining tasks, including the discovery of association rules. Figure 1, shows an
example of motifs discovered in a time series [11].

One common approach of Motif discovery applies similarity search approach which depends on similarity threshold, a
value that is difficult to determine [12]. Another approach called All-Pairs-Similarity-Search, Similarity Join, or Self
Join approach. A brief explanation of this approach is introduced in the following paragraphs showing how to apply it on
speech signals.
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In speech, a speech audio signal can be easily considered a time series. As will be explained, a time series is defined as a
sequence of real-valued numbers, in digital audio these valued numbers are the audio sample values. A motif in a speech
time series can represent repeated words or sub words. The following is a background on motif discovery in speech and a
brief explanation of the self-join algorithm used as the base of our approach in Arabic DID [13].

Definition 1: A time series 7 is a sequence of real-valued numbers #;: T=1¢,, t5, ..., t, where n is the length of 7.

A local region of time series is called a subsequence:

Definition 2: A subsequence T;,, of a time series T is a continuous subset of the values from 7 of length m starting from
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Figure 1: An astronomical time series (above)
contains 3 near identical subsequences. A “zoom-in”
(below) reveals just how similar to each other the 3
subsequences are.

position i. Formally, Tm =, ti+1, ..., titm-1, Where I <i <n-m+1.

If we compute the distance of a subsequence to all subsequences in the same time series; we come up with a distance
profile:

Definition 3: A distance profile Diof time series T is a vector of the Euclidean distances between a given query
subsequence 7;, and each subsequence in time series 7. Formally, D; = [d;,1, di>, ..., dinm+1], Where dif(1 <i, j <n-m+1)
is the distance between T;, and T, where the distance is measured by Euclidean distance between z-normalized

subsequences. Equation 1 shows how to calculate distance between two z-normalized subsequences. A z-normalized
subsequence has a mean value of zero and standard deviation value of one [14].

d; = |2m- (M) (1)
" mo;o;

where m is the subsequence length, u; is the mean of T;, 4 is the mean of Tjm, o; is the standard deviation of T,, and
ajis the standard deviation of Tjm, OT;is the dot product of 7;,, and T}, .
The mean can be calculated by [14]
1
= ) 2
w= ) @

and the standard deviation can be calculated by [14]

1 m
02=szi2 - u 3
i=1

We use a vector called matrix profile to represent the distances between all subsequences and their nearest neighbors:
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Definition 4: A matrix profile P of time series 7T is a vector of the Euclidean distances between each subsequence 7
and its nearest neighbor (closest match) in time series 7.

Formally, P = [min(D;), min(Dy), ..., min(pu-m+:)], where DI < i < n-m+1) is the distance profile D,of time series T’
(Figure 2) .

The i element in the matrix profile P tells us the Euclidean distance from subsequence T ,to its nearest neighbor in time
series 7. However, it does not tell us where that neighbor is located. This information is recorded in a companion data
structure called the matrix profile index.

Definition 5: A matrix profile index I of time series T is a vector of integers: I=[I}, I, ... I,.n+1], where I;=j if
d,',j: mlIl(D,)

We can use the matrix profile P and the distance profile D to extend the notion of motifs to sets of subsequences that are
very similar to each other [15]
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Figure 2: An illustration of the relationship between
the Distance Profile D, the Matrix Profile P, and the
Matrix Index Profile I along with the full distance
matrix

Definition 6: The Range motif with range r is the maximal set of subsequences that have the property that the maximum
distance between them is less than 27. More formally S is a range motif with range r iff VT, T,€S, dist(Ty, T;) < 2r and
VT.€D-S dist(Ty, Ty) > 2r.

4 PROPOSED APPROACH

Our proposed approach introduces a new technique for LID/DID identification. Referring to Definition 1 in Section 3, a
digital speech recording is typically a time series; accordingly, all techniquesapplied to time series can by directly applied
to a digital speech signal. The idea is to extract language/dialect characteristics by extracting the repeated sequences of
the speech signal without the need to transform the signal to text or symbols. These sequences (motifs) do not resemble
any predefined entity such as words or phone etc. They are abstract repeated sequences, if uniquely repeated in speech
signals of a dialect, can be considered a unique characteristic of the given dialect. The main issue in this approach is
selecting the motif length, which is still a subject of trial and error. This is because selecting very short motif length will
result in a very large number of non-informative, mostly non-lexical motifs such as breath intakes. On the other hand
selecting a very long motif will not yield any motifs. Therefore, we applied our approach experiments using three
different motif lengths, 500ms, 1000ms, and 1500ms for the base line system. We applied the improved system on the
motif length that gave the best results in the base line implementation.

We selected the GMM-UBM approach to carry out our experiments because it is a well-established approach in the field
of speech processing, in addition to its fast and simple implementation. In our new approach, we first extract motifs from
speech utterances, then the MFCC features are extracted from the motifs, model training, and classification are carried
out in the same way as in traditional GMM-UBM. Our work is based on the STOMP algorithm [13], which has many
advantages over other algorithms. The time complexity of STOMP is O(n’) much better compared with the O(n?)
proposed by Patel et al [16], and the O(mn?) of the classical brute force algorithms, where n is the length of the time
series and m is the length of the subsequence (motif). Chiu et al [16], introduced a method based on the random
projection algorithm which transforms the data to symbolic sequences using the Symbolic Aggregate Approximation
(SAX) method. The time complexity of this method is quadratic and it depends on the chosen SAX word length.
Another advantage of STOMP is that it is a self-join algorithm; hence, it does not need a similarity threshold. In
addition, STOMP is a parameter-free algorithm its only input is the motif length m[10], [13]. The implementation of the
proposed approach was carried out as follows: the training corpus was downloaded from Qatar-Computing-Research-
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Institute domain. The test data is a high quality audio from Aljazeera channel covering the period of July 2014 until
January 2015. The recordings were domain independent that is free talks of different guests in different domains, which
added another challenge. We applied our new approach to the most common Arabic dialects; the Egyptian (EGY), Gulf
(GLF), Levantine (LEV), and North African (NOR). We used Microsoft MSR Identity Toolbox v1.0: A MATLAB
Toolbox for training and scoring GMM-UBM system and VOICEBOX: Speech Processing Toolbox for MATLAB for
computing the MFCC coefficients as features. Figure3 shows a block diagram of the proposed approach. The following
is a description of each phase of the proposed approach.

Phase 0 Phase 1 Phase 2 Phase 3 Phase 4
Preprocessing Motifs Features Training Scoring & Classification
Extraction Extraction
Utterances Down 0% _ » ——— —‘)E
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Figure 3: Proposed Approach Block Diagram

A. Preprocessing phase

For the implementation, we selected to use training and test utterances of up to 15 seconds long. The first step in this
phase is down sampling of both training and testing utterances to 1K samples/Sec. The purpose of this operation is to
reduce the dimensionality of the speech signal, while preserving its acoustic features, to reduce the needed computational
resources.

The second step is motif extraction. TABLE I shows "Motif Discovery", our motif discovery algorithm. The algorithm
computes the distance of each subsequence 7;, from all subsequences in the time series T and creates the Distance
Matrix as described in Section 3. For a subsequence 7;,, to be a motif, two conditions should be fulfilled (lines 9-13 of
the algorithm shown in TABLE I):

1) The number of motif neighbors should be greater than one.

2) The difference between the index of the current candidate motif 7;,, and the index of the previous motif should
be greater than the length m of the subsequence. /(7},) - I(T;-1,») >m. This will guarantee that there is no overlap
between motifs.

In this step, we created three sets of motifs for each dialect. The first set with motif length of 500ms, the second with
motif length of 1000ms, and the third set with motif length of 1500ms.

We split the training utterances into two parts; the first part is 60% of the utterances count of each dialect and is used for
development. The remaining 40% of the training utterances are used as enrollment data. For testing, 100 utterances
from each dialect are selected for classification and testing. TABLE II and TABLE III show the statistics of training and
testing data respectively in terms of duration, utterance count, and motif counts for different motif lengths 500ms,
1000ms, and 1500ms.
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TABLEI
MOTIF DISCOVERY ALGORITHM

Procedure Motif Discovery(T,m,R)
Input: Time Series 7, Subsequence length m, Radius R
Output: Motifs Indices List
1 n «Length(T), l—n-m+1
2 | Compute mean u and Standard deviation o from (2) and (3)
3 Compute the dot product (QT) between every subsequence and all subsequences in T
4 Fori=1to!/
5 Compute the distance between subsequence i of length m and every subsequence in T

using (1),
6 Update the Distance Matrix Di
7 Compute the minimum distance dmin=min(D; )
8 Find the neighbors vector M;. neighbors are subsequences in D; whose distances

from subsequence 7i<= dmin* R(Definition 6)
9 If neighbors count >1
10 |f I(sz) - I(Ti-I,m) >m
11 Update Motifs List
12 End if
13 End if
14 |End for

TABLE II

TRAINING DATA STATISTICS

Dialect Motifs Count by Length
500ms 1000ms 1500ms

EGY 7.37 2794 5460 4401 3802
GLF
LEV 7.17 3060 5455 4499 3755
NOR 7.61 2913 5767 4636 3961

TABLE III
TESTING DATA STATISTICS

Testing Data
Hours Count 500ms 1000ms 1500ms
EGY 212 185 152
LEV 206
NOR 0.284 100 202 176 154

TABLE IV
60% OF TRAINING DATA USED AS DEVELOPMENT DATA FOR UBM CREATION

Training Data

60% for UBM Generation

Dialect
Utterance Motif Count
Count 500ms  1000ms 1500ms

1676 3263 2669 2314

3563 2695 2276
1748 3458 2815 2399
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TABLE IV and TABLE V show the statistics of splitting the training data into 60% UBM part and 40% MAP part
respectively. The UBM part was used to create the UBM model from all dialects, then dialect specific GMM model is
created by adapting the UBM model to each dialect model using features in the MAP portion of training dataset.

B. Features Extraction Phase

In this phase, the MFCC features are extracted from the motifs for both training and testing data. For the base line
system, we used MFCC coefficients with the following configuration: 12 coefficients, 20ms window width, 10ms
window overlap, and 24 filter bank. For the improved system, we used the same configuration but we added 13 Delta
coefficients, 13 Delta-Delta coefficients, and 1 Log Energy coefficient to have a total of 39 features coefficients vector.

C. Training Phase

Training the UBM model: The MFCC features of the development training motifs from both dialects are combined and
used to train the UBM model through Expectation Maximization (EM) algorithm.

Training the Dialects models: Dialect specific GMM models were trained by adapting the UBM model to each dialect
using the MFCC features of its enrollment data. The adaptation is done using Maximum A Posteriori (MAP) algorithm.

In our experiments, we created UBM and dialect specific GMMs with Gaussian Mixtures from 1gmm component up to
2048gmm components.

TABLEV

40% OF TRAINING UTTERANCES USED AS ENROLLMENT DATA FOR DIALECT SPECIFIC GMM MODELS CREATION

Training Data

40% For Dialect Specific GMM

Dialect
Utterance Motif Count
Count

500ms 1000ms 1500ms
1488

1118

2197 1732

1031 1982 1685 1434
1224 1892 1804 1479
1165 2309 1821 1562

D. Classification Phase

In this phase, the test data is used to evaluate the system. The test data is MFCC files of the motifs extracted from the
test utterances. The test utterances of each dialect are passed through the GMM models of all target dialects. The scores
are computed for every motif as the log-likelihood ratio between the given dialects models and the UBM given the test
observations using MSR Identity Toolbox. The utterance score is computed as the sum of its individual motifs scores.
The classification of the utterance is determined according to its maximum score. For example, an EGY utterance is
passed through all the GMM models, if the maximum score came from the EGY GMM model the utterance is considered
correctly identified, otherwise it is considered wrongly identified. The accuracy Acc is calculated as follows:

no of correctly identified utterances
Acc = X 100 4
total no of test utterances

5 EXPERIMENTS RESULTS

The results for the base line system are shown in TABLE VI, TABLE VII, and TABLE VIII. The results show that the best
average accuracy is obtained using 1gmms for all motif lengths (results in red). The best of all is 45.75% with 1gmm
using 500ms motif length. In all motif lengths, the GLF dialect has the best identification score, while NOR has the
worst.
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TABLE VI

BASE LINE: AVERAGE ACCURACY FOR 500MS MOTIFS FOR ALL DIALECTS AND ALL GMMS

Motif Length 500ms One Dialect All Models MFCC

GMM

Models Accuracy

Average

GLF LEV NOR Accuracy
lgmm 46 51 50 36 45.75

32 45 22 34.75

27 30 19 25.5

27 38 32 29.25

30 28 24 26.5

19 40 20 26.75

TABLE VII
BASE LINE: AVERAGE ACCURACY FOR 1000MS MOTIFS FOR ALL DIALECTS AND ALL GMMS

Motif Length 1000ms One Dialect All Models MFCC
GMM

Models Accuracy A
B NOR | Accuracy
47 32 41.25
43 27 36.25

16gmm 27 29 31 25 28

31 30 20 26.5

30 24 33 27.5

19 30 20 24.75
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TABLE VIII

BASE LINE: AVERAGE ACCURACY FOR 1500MS MOTIFS FOR ALL DIALECTS AND ALL GMMSs

Motif Length 1500ms One Dialect All Models MFCC

GMM

Accuracy Average

GLF LEV NOR | Accuracy

1gmm 43 48 47 31 42.25

Models

4gmm 44 43 42 26 38.75

16gmm 24 33 18 20 23.75

64gmm 20 33 32 26 27.75

30 23 32 19 26

1024gmm 32 40 28 25 31.25

TABLE IX
BASE LINE: CONFUSION MATRIX FOR 1GMM 500MS MOTIF LENGTH

33

For the best result (1gmm) using 500ms Motif length, we computed the Confusion Matrix as shown in TABLE IX. The
confusion matrix shows that the discrimination between any two dialects is very good. NOR, caused the highest
confusion with all other dialects. The results of the improved system applied to the 500ms motif length is shown in

TABLE X.

TABLE X
IMPROVED SYSTEM: AVERAGE ACCURACY FOR 500MS MOTIFS
FOR ALL DIALECTS AND ALL GMMS

Motif Length 500ms One Dialect All Models Delta+Delta-

Delta+Energy

GMM

7 10 8

lgmm 2 6.75

4gmm 62 66 68 55 62.75

16gmm 32 32 32 31 31.75

64gmm 25 40 31 29 31.25

256gmm 20 31 36 21 27

1024gmm 32 27 30 26 28.75
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The results of the improved system show improvement in all dialects resulting in an average accuracy of 62.75% for
4gmm model. TABLE XI shows the improvement achieved by the improved system over the base line system for every
individual dialect and for the average accuracy.

TABLE XI

IMPROVEMENT ACHIEVED OVER THE BASE LINE

s
Accuracy
46 51 50 36

Base Line 45.75
Improved 62 66 68 55 62.75
Improvement % 34.78 29.41 36.00 52.78 37.16

TABLE XII

IMPROVED SYSTEM: CONFUSION MATRIX FOR 4GMM 500MS MOTIF LENGTH

EGY 16 100
GLF 11 66 8 15 100
LEV 9 4 68 19 100
NOR 7 10 28 55 100

TABLE XII shows the confusion matrix for 4gmm model applied to 500ms motif length with improved system. NOR
still causes the highest confusion with other dialects; however, the percentage decreased significantly compared with the
base line system.

Comparing the results with known works used the same data set is [3] and [17].The results in [3] achieved a total
accuracy of 60.2%. The results were achieved using sophisticated features extraction approach which involved human
intervention, in addition of fusing the scores of a senone-based system and the SVM based i-vector system. Moreover,
the work is based on phonetic and lexical features obtained from a speech recognizer system not direct to the speech
signal. In [16] the system used the transcribed version of the same data set i.e. the system is text based. The average
accuracy achieved is 52%. Compared to our base line system, we applied a very straightforward approach using a well-
known GMM-UBM method and a simple feature extraction method using 12 MFCC coefficients to achieve a
competitive accuracy compared to traditional more sophisticated techniques. Our improved system outperformed [3]
where we achieved 62.75% against their 60.2%. Moreover, our approach works on the speech signal without the need to
transform it to text or sequence of symbols, which nominates it as a dialect/language independent approach.

6 CONCLUSIONS

The overall results shows that short motifs 500ms give the best results. The results and comparison with other approaches
indicates that our new approach for dialect identification is a promising new technique. The main advantage of this
approach is its simple implementation in addition to being dialect independent, it does not need any prior experience of
the target dialect/language, in addition no need to neither human intervention for labeling nor transforming it into text or
symbol sequences.
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