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Abstract: Paraphrasing is one of the major yet the most challenging tasks of the deep semantic analysis of natural languages.
In this paper we present a novel algorithm that operates on a big parallel text corpus and automatically generates the
paraphrases of the two natural languages of the corpus. Like several previously crafted algorithms in this regard, our
algorithm exploits the bidirectional translation provided by the big parallel text corpora to infer couples of synonymous
phrases, however, our algorithm is simpler and more efficient. Moreover, our algorithm is the only one that constructs the
whole paraphrase through its run without any need for further post processing. We implemented and ran our algorithm on
the English-Arabic text corpora from the 2018 version of the OpenSubtitles (OPUS) parallel text corpora, and through the
statistical evaluation of random samples we found that the semantic quality among the phrases of the automatically generated
paraphrases to be interestingly superb.
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1 INTRODUCTION

In a natural language, a paraphrase is a set of the different phrases that expresses the same (or almost the same)
meaning or communicative function [16]; i.e. a paraphrase is the phrase-level analogue of a synset |. Having the set
of the most common paraphrases of a natural language is invaluable for several NLP applications.

Information retrieval, for example, becomes more effective when it considers paraphrases for flexibly comparing
phrases in the queries versus the phrases in the pools of (indexed) text corpora. The performance of plagiarism
detection tools also gets boosted when paraphrases are invoked while comparing the manuscript at question versus
other candidate manuscripts. Similarly, generative language models - especially; generative Large Language Models
(LLMs) - gets more flexibly effective when they make use of the paraphrases of the natural language being treated.
Paraphrases also enrich classic as well as Machine-Assisted Language Learning (MALL). This is just to mention a
few examples of the potential benefits of paraphrases in the field of natural language processing.

In this paper, we present an attempt to automatically extract the most common paraphrases from large parallel
English-Arabic text corpora. The extracted paraphrases are bidirectional in the sense that each extracted Arabic
paraphrase is accompanied with its corresponding English paraphrase, and vice versa. In the next section after this
introduction, we describe the structure of the bidirectional paraphrases dataset produced by this attempt.

We developed and deployed a novel algorithm that we call Bidirectional Semantic Augmentation for automatically
constructing this bidirectional paraphrases dataset. Our novel algorithm along with the whole process of extracting
the bidirectional paraphrases from the raw drama subtitling parallel corpora is described in the third section of this
paper.

The raw  parallel text corpora we start with is part of OpenSubtitles2018 (OPUS:
https://opus.nipl.eu/OpenSubtitles/corpus/version/OpenSubtitles) which is a large dataset of translated movie

! Set of synonymous words in a Word Net.
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subtitles in 60 languages, including Arabic and English. It contains 3.7 million movie and TV subtitles, which are
broken down into 3.4 billion sentences and 22.2 billion words. [9] [15] While the total number of Arabic tokens in
the 2018 version of OPUS is 159,043,254, the total number of English tokens is 197,098,481, and the total number
of pairs of sentences is 29,823,188.

We selected this raw parallel English-Arabic text corpora as it abundantly represents a vibrant everyday
conversational language that both covers a wide range of genres and the contemporary era extending from 1930's to
2010's. The corpora's informal and colloquial language, as seen in subtitles, makes it a precious resource for
computer-assisted language learning applications. However, the downside of this selection is the relatively poor
quality of this kind of parallel corpora due to the short time-to-market as well as the tight budget that are both typical
in the subtitling industry; esp. in light of a combination of a limited supply of skilled translators and a high demand
of subtitled foreign English-based media for a plethora of cinemas and TV channels in the Arab world.

While the fourth section concludes this paper by presenting a random-sample based evaluation of the semantic
quality among the phrases of the bidirectional paraphrases dataset produced by our first attempt, it should be noted
that the tools set we built for automatically constructing bidirectional paraphrases from parallel corpora can also be
deployed to work on different raw parallel text corpora with different qualities and language pairs in order to
advance the state-of-the-art in building this type of LRs that represent natural language at a deep semantic level.

2 STRUCTURE OF THE BIDIRECTIONAL PARAPHRASES DATASET

The bidirectional paraphrases dataset produced by our work consists of a set of bidirectional paraphrase entries; each
entry consists in turn of an English paraphrase structure and its corresponding Arabic paraphrase structure. A
paraphrase structure is essentially a list of synonymous phrase cells; each of them contains the string of the phrase
along with the phrase occurrence in the parallel corpora. This list is put in a descending order according to its phrase
occurrences, and the most frequent phrase (on top of the list) is called the head phrase in the paraphrase. Figures 1, 2
and 3 below illustrate three sample examples out of the 181,467 bidirectional paraphrases produced by our work. 2

English phrases of the paraphrase Arabic phrases of the paraphrase

Number of synonymous English phrases = 11 Number of synonymous Arabic phrases =5

Sum of the frequencies of English phrases = 50 Sum of the frequencies of Arabic phrases = 28
You're a liar 10
You're a liar ! 7
You liar 6
You're lying 5 10 oS el
You are a liar 5 8 LS el
you're a liar 5 5 NIRCQCR|]
You liar ! 3 3 FEYLY &
You are such a liar 3 2 L3S sy
You are a liar ! 2
You're full of shit 2
You're lying ! 2

Figure 1: A first illustrative example of a bidirectional English-Arabic paraphrase

2 We mean that the whole English part of a paraphrase entry corresponds to the whole Arabic part of the same paraphrase entry, and vice versa.
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Arabic phrases of the paraphrase

Number of synonymous Arabic phrases = 15
Sum of the frequencies of Arabic phrases =91

English phrases of the paraphrase

Number of synonymous English phrases = 12

Sum of the frequencies of English phrases = 96
I beg you 31
I'm begging you 14
I beg of you 13
I beg you ! 7
I am begging you 6
Please 6
I'm begging you ! 5
I implore you 4
I beseech you 3
I beg of you ! 3
Please ! 2
please 2
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Figure 2: A second illustrative example of a bidirectional English-Arabic paraphrase

English phrases of the paraphrase

Arabic phrases of the paraphrase

Number of synonymous English phrases = 14
Sum of the frequencies of English phrases = 65

Number of synonymous Arabic phrases = 14
Sum of the frequencies of Arabic phrases = 42

—
(=]

It doesn't make sense

That doesn't make any sense
This doesn't make any sense
That doesn't make sense
Doesn't make any sense
This doesn't make sense

It makes no sense

It doesn't make any sense
that doesn't make any sense
That makes no sense

That doesn't even make sense
Makes no sense

that doesn't make sense
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Figure 3: A third illustrative example of a bidirectional English-Arabic paraphrase
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Our bidirectional paraphrases dataset is automatically generated through our bidirectional semantic augmentation
algorithm - described in the next section of this paper - from a bidirectional phrase thesaurus that is in turn
automatically generated from the raw parallel corpora. Therefore, it is necessary to describe this bidirectional phrase
thesaurus in the rest of this section.

This bidirectional thesaurus is composed of two main halves; a phrase-level English-to-Arabic thesaurus and a
phrase-level Arabic-to-English thesaurus, each of them consists of a list of lexical entries.

The head component in each English-to-Arabic lexical entry is an English phrase from the subtitling corpora,
along with its corresponding Arabic phrases (i.e. possible Arabic translations) that occur in the subtitling corpora.
Each of these lexical entries registers also the number of the occurrences of the English phrase in the subtitling
corpora, as well as the number of occurrences of each of its corresponding Arabic phrases in the entry.

Similarly, the head component in each Arabic-to-English lexical entry is an Arabic phrase from the subtitling
corpora, along with its corresponding English phrases (i.e. possible English translations) that occur in the subtitling
corpora. Each of these lexical entries registers also the number of the occurrences of the Arabic phrase in the
subtitling corpora, as well as the number of occurrences of each of its corresponding English phrases in the entry.

In order to be a head component of a lexical entry, the key phrase must at least occur twice in the subtitling corpora.
In order to stay among the corresponding phrases of the key phrase of a given lexical entry, the phrase must at least
occur twice within the same lexical entry. If all the corresponding phrases of a lexical entry occur only once within
the same entry, the whole lexical entry is omitted from our thesaurus.

Therefore, our thesaurus registers a possible correspondence between a source phrase and a target phrase if and only
if it is statistically reliable. Our criterion for statistical reliability dictates an occurrence > 2, which relies on the well-
known fact that simple as well as compound natural language units in large corpora are statistically distributed so
that the frequencies r of language units versus the frequencies of frequencies of language units f(7) tend to be
related via an inverse power law of the form f (r)=a-r’b;b21, that is known as Zipf~Mandelbrot probability
distribution. [10] In our case such a distribution means that so many (actually most of the) phrases occur only once
in the raw subtitling corpora. Such phrases are called singlefons, and may be well regarded as statistical noise that
should be eliminated from a lexicon concerned with common phrase translations like ours.

While figure 4 illustrates two examples of our English-to-Arabic lexical entries, figure 5 illustrates two examples of
our Arabic-to-English lexical entries.

English key phrase Occurrences English key phrase Occurrences
Good day 183 Good morning 409
Serial | Arabic target phrases | Occurrences Serial | Arabic target phrases | Occurrences
01 e ag 33 01 2 110
02 L o 25 02 -l Cws 55
03 oy b 18 03 I ) gl 50
04 Ly 10 04 L0 50
o5 Sag olb 10 05 Slo b 10
2 I 2 2 2 I
23 I Logy 2 30 Sp bl 2
24 b Lgy ol 8 2 31 lo pias 2
25 2 sl 2 32 O a2 2

Figure 4: Two examples of English—to-Arabic lexical entries in the thesaurus
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Arabic key phrase Occurrences Arabic key phrase Occurrences
Sl b 37 NUSWICIIY 23

Serial | English target phrases | Occurrences Serial | English target phrases | Occurrences
01 Morning 15 01 Good day 7
02 Good morning 10 02 Have a nice day 4
03 good morning 7 03 Hello 4
04 Morning to you 5 04 Good morning 3
05 Good day to you 3
06 Have a good morning 2

Figure 5: Two examples of Arabic-to-English lexical entry in the thesaurus

Based on the aforementioned statistical criterion, our thesaurus has 147,852 English-to-Arabic lexical entries, and
the sum of the occurrences (in the subtitling parallel corpora) of all these English key source phrases in these entries
is 2,163,192 English phrases. The number of all the Arabic target phrases corresponding to all the English key
phrases is 1,842,106 with an average of 12.46 target Arabic phrases per each key source English phrase. Moreover,
the sum of the occurrences (in the subtitling parallel corpora) of all the target Arabic phrases in all the lexical entries
is 8,127,665.

On the other hand, our thesaurus has 181,467 Arabic-to-English lexical entries, and the sum of the occurrences (in
the subtitling parallel corpora) of all these Arabic key source phrases in these entries is 1,868,649. The number of all
the English farget phrases corresponding to all the Arabic key source phrases is 320,565 with an average of 1.77
distinct target English phrases per each key source Arabic phrase. Moreover, the sum of the occurrences (in the
subtitling parallel corpora) of all the target English phrases is 1,040,387.

3 THE BIDIRECTIONAL SEMANTIC AUGMENTATION ALGORITHM

A. A review on previous work

Before unfolding the details of our new algorithm for extracting bidirectional/bilingual paraphrases from parallel
text corpora, we start with a brief review of the most significant previous R&D works on automatic paraphrasing
from parallel corpora over the past two decades.

Dolan, Quirk, and Brockett [6] along with Dolan and Brockett [5] made a major contribution in building paraphrases
dataset. Their efforts have been crowned by building the Microsoft Research Paraphrase Corpus (MSRPC) that is
broadly used in NLP research works. They capitalized on the repetitive occurrences of phrases in news articles
collected from the World Wide Web.

Quirk, Brockett, and Dolan [12] proposed monolingual machine translation to generate paraphrases. This method
treats paraphrasing as a translation problem where phrases/sentences are translated into another form within the
same language using bilingual machine translation.

Denkowski and Lavie [4] produced METEOR-NEXT and paraphrase tables in METEOR to improve evaluation
support for multiple languages. Their techniques tune paraphrase lists with machine translation metrics, which
provides improved evaluation accuracy.

Tschirsich and Hintz [14] used crowd-sourcing to recognize paraphrases, which proved the effectiveness of human
intelligence at recognizing paraphrases. This approach showed how human translators and automatic systems can
work together to build high quality paraphrase datasets.

Ganitkevitch, Van Durme, and Callison-Burch [8] along with Ganitkevitch and Callison-Burch [7] presented the
paraphrases database (PPDB) and its multilingual extension. PPDB extracts paraphrases from multiple bilingual
parallel corpora, which affords a comprehensive resource to generate paraphrases across multiple languages.

Pavlick et al. [11] expanded PPDB to PPDB 2.0 with better paraphrase ranking, and also included fine-grained
entailment relations, word-embedding similarities, and style annotations.
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Mathias Creutz [3] built Opusparcus; a paraphrase corpus for six European Languages from the big volume of
multilingual parallel dialogues from the subtitling of drama and TV shows available in OpenSubtitles2016, which
affords a rich dataset for training and evaluating the ranking models of paraphrased pairs of phrases/sentences.
Then comes our algorithm; Bidirectional Semantic Augmentation, that we unfold later in this section of the paper
after giving a hint on the necessary preprocessing of the raw parallel corpus before being fed to this algorithm.

B.  Preprocessing the raw parallel corpora

Segmentation, data cleaning, and spell-checking are the three main tasks of preprocessing the raw parallel corpus.
Segmentation starts with dividing dialogue sentences into simple sentences; relying on the punctuators marking the
end-of-sentence namely {full stop, exclamation mark, question mark}. We excluded sentence pairs with no
correspondence between their inner punctuators namely {comma, semicolon, colon}. We only accept the sentence
pairs whose punctuators are matching in number and types. Then comes the segmentation into phrases; relying on
the punctuators marking the end-of-phrases namely {comma, semicolon, colon}, the parallelization between each
pair of English-Arabic phrases, and the elimination of problematic phrases where the parallelism between both
languages is certainly wrong due to either the absence of text in one of the two languages, the interference between
the text in the two languages without separators, or a big mismatch in the length of the two phrases or the number of
punctuators.

Data cleaning deals with the problems of Unicode text-coding; like dropping non-alphabetic codes such as musical
symbols, emoticons, control characters ... etc. It also eliminates phrases with rogue words; like excessively long
words, and eliminates diacritics from Arabic words. Data cleaning also unifies punctuators such that all the
punctuators in different languages (Arabic, English ... etc.) are all converted to English punctuators. It also inserts
spaces between punctuators attached to words without spacing between them, and it also replaces each series of
repeated consecutive punctuators by a single punctuator of the same type. Each series of over-repeated consecutive
alphabetical characters is also fixed; e.g. "99999999 " —>" &g " .

Spell-checking is necessary to deal with raw text parallel corpora with modest text quality — like OpenSubtitles that
we worked on in this paper — so that stark spelling errors and typos are handled. We built a simplistic spell-checker
that handles such errors in English and Arabic; e.g. non-spaced consecutive words, spaces inserted in the middle of
words, and confusing “I with “ and “3” with “6” and “@” with “&” ... etc. in Arabic.

C. The Algorithm

After preprocessing the raw parallel text corpus, our algorithm Bidirectional Semantic Augmentation is ready to
work on the pre-processed parallel text corpus as follows:

Step 1: We determine the two languages L1 and L2 that represent the two directions in the paraphrases dataset and
covered by the parallel text corpus. In the work presented in this paper L1 is English and L2 is Arabic, without any
loss of generality of the algorithm.

Step 2: We extract a bidirectional thesaurus from the pre-processed parallel text corpus. This bidirectional thesaurus
is composed from two halves; a phrase thesaurus from L1 to L2 (in step 3) and a phrase thesaurus from L2 to L1 (in
step 4).

Step 3: We extract the phrase thesaurus from L1 to L2. Each entry in this thesaurus is composed of a key phrase
(from the corpus) in L1 and its corresponding phrases (from the corpus) in L2 — see figure 4. This extraction takes
place through the following three sub-steps:

Step 3.1: Unique phrases in L1 that appeared in the corpus are recognized, and each of these unique phrases
becomes a key phrase in one of the phrase thesaurus entries.

Step 3.2: For each key phrase in L1 we register its corresponding unique phrases (from the corpus) in L2. Here
are two (simplified illustrative) examples from our work:

{English key phrase: Good morning, Arabic corresponding phrases: sl (>lwo Cws 3 Lo}

{English key phrase: Happy morning, Arabic corresponding phrases: &htws &l daui (i El>luo}
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Step 3.3: Adding the number of occurrences of the key phrase and the number of occurrences of each of its
corresponding phrase completes the entry in the phrase thesaurus from L1 to L2.

Step 4: We extract the phrase thesaurus from L2 to L1. Each entry in this thesaurus is composed of a key phrase
(from the corpus) in L2 and its corresponding phrases (from the corpus) in L1 — see figure 5. This extraction takes
place through the following three sub-steps:

Step 4.1: Unique phrases in L2 that appeared in the corpus are recognized, and each of these unique phrases
becomes a key phrase in one of the phrase thesaurus entries.

Step 4.2: For each key phrase in L2 we register its corresponding unique phrases (from the corpus) in L1. Here
are two (simplified illustrative) examples from our work:

{Arabic key phrase: > zlwe, English corresponding phrases: Good morning, Morning, Good day }
{Arabic key phrase: g\, English corresponding phrases: Good morning, Happy morning}

{Arabic key phrase: >\ cws, English corresponding phrases: Sunrise, Rise and shine}

Step 4.3: Adding the number of occurrences of the key phrase and the number of occurrences of each of its
corresponding phrase completes the entry in the phrase thesaurus from L2 to L1.

Step 5: We select the first key phrase - of any entry from the entries of the phrase thesaurus from L1 to L2 - that is
marked as “Not used as a seed” and mark it as “Used as a seed”. Then we build two lists; one is T1 for synonymous
phrases in language L1 that is initialized with a key phrase marked as “Not used as a seed” from the phrase
thesaurus from L1 to L2 and mark it and its entry in the thesaurus with a flag “Not invoked yet”, and the other list is
T2 for the synonymous phrases in language L2 that is initialized empty.

If there is no key phrases (of some entry from the entries of the phrase thesaurus from L1 to L2) marked as “Not
used as a seed” is left,* jump to step 11.

Step 6: We select the first phrase on the list T1 whose flag is “Not invoked yet” and change it to “Invoked”, and for
this key phrase we invoke (from its entry in the thesaurus from L1 to L2) all its target phrases in language L.2. These
target phrases are added on the list T2, and we mark the added phrases that were not on the list T2 with the flag “Not
invoked yet”. If there is not any phrases marked with the flag “Not invoked yet” on the list T1 or T2, jump to step 9.

Step 7: We select the first phrase on the list T2 whose flag is “Not invoked yet” and change it to “Invoked”, and for
this key phrase we invoke (from its entry in the thesaurus from L2 to L1) all its target phrases in language L1. These
target phrases are added on the list T1, and we mark the added phrases that were not on the list T1 with the flag “Not
invoked yet”. If there is not any phrases marked with the flag “Not invoked yet” on the list T1 or T2, jump to step 9.

Step 8: Go back to step 6.

Step 9: The elements of the list T1 together make a paraphrase in language L1, and the elements of the list T2
together make its corresponding paraphrase in language L2.

If we apply the previous steps from 5 to 9 on the simplified illustrative examples mentioned in sub-steps 3.2 and 4.2
starting with the key phrase “ »> ", we get the following English part of the paraphrase:

{Good morning, Morning, Good day, Happy morning, Sunrise, Rise and shine }
And the following Arabic part of the paraphrase:
{elloo dl daal (daw ol (b (Bl Cws 3 L}

3 All the key phrases in each entry of the phrase thesaurus entries with its two halves are marked as “Not used as a seed” upon the start of
running the algorithm.
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It should be noted that the numbers of occurrences of synonymous phrases are registered during the execution of
steps from 5 to 9, and the phrases in each paraphrase part of language L1 are sorted in a descending order, and the
most frequent phrase among them is called the head phrase in the paraphrase part of language L1. The same
happens with the phrases in the paraphrase part of language L2 regarding the registration of the numbers of their
occurrences and ordering these phrases according to their numbers of occurrences, and the most frequent phrase
among them is called the head phrase in the paraphrase part of language L2.

Step 10: Go back to step 5.
Step 11: Exit.

4 STATISTICAL QUALITY EVALUATION

In order to judge how good our new Bidirectional Semantic Augmentation algorithm is, it is essential to evaluate the
semantic quality of its outputs. The semantic quality of a bidirectional (English-Arabic) paraphrase is intuitively
100% perfect if “every one of the English phrases in the paraphrase has at least one interpretation such that all these
English phrases are synonymous or a/most synonymous” AND “every one of the Arabic phrases in the paraphrase
has at least one interpretation such that all these Arabic phrases are synonymous or al/most synonymous”.
Meanwhile, each phrase in the paraphrase that is not synonymous with the majority of the other phrases reduces the
semantic quality of the paraphrase.

To turn the semantic quality from a qualitative concept to a quantitative metric, we followed the simple procedure
upon inspecting a bidirectional/bilingual paraphrase:

{ Let L1 be short hand for: One of the languages pair.
Let L2 be short hand for: The other one of the languages pair.

Let SQ be shorthand for Semantic Quality of the bidirectional paraphrase.

Let SQ1 be the SQ of the L1 part of the paraphrase.
Let SQ2 be the SQ of the L2 part of the paraphrase.

Let N1 be the count of all the phrases of L1 in the bidirectional paraphrase.
Let NS1 be the count of those phrase of L1 that can be regarded synonymous with the majority of the N1 phrases.
SQ1 = NS1 /N1

Let N2 be the count of all the phrases of L2 in the bidirectional paraphrase.
Let NS2 be the count of those phrase of L2 that can be regarded synonymous with the majority of the N2 phrases.
SQ2 = NS2 / N2

SQ = (SQ1 + SQ2) /2

Upon inspecting a phrase to judge whether it is synonymous (or almost synonymous) to the majority of the other
phrases in its same language in the same paraphrase, we do not care much about its spelling, morphological or
grammatical errors as long as it is comprehensible by a native speaker of the language. This sounds reasonable as we
are performing a semantic judgment, not a morphological nor a syntactic assessment. Moreover, the raw corpus —
like the one we used to produce the work presented in this paper — could be full of informal language.

To show how to apply the procedure presented above, we compute the semantic quality of the paraphrase illustrated
in figure 6 below.
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L1 here refers to English, and L2 here refers to Arabic

SQ1 is the SQ of the English part of the paraphrase, and
SQ2 is the SQ of the Arabic part of the paraphrase.

N1 =9, NS1 =9 (because all the English phrases are synonymous)
Therefore, SQ1 =NS1/N1=9/9=1

N2 =19, NS2 = 18 (one Arabic phrase - shaded by grey - is not synonymous to the other 18 Arabic phrases)
Therefore, SQ1 = NS2 /N2 =18/19 = 0.947

The semantic quality SQ of the whole paraphrase = (SQ1 + SQ2) /2 = (1 + 0.947) /2 =0.974 =97.4%

The overall semantic quality index of the whole output of paraphrases dataset could simply be computed as the
arithmetic average of the semantic quality indices of each paraphrase in the output dataset.

English phrases of the paraphrase Arabic phrases of the paraphrase
Number of synonymous English phrases =9 Number of synonymous Arabic phrases =19
Sum of the frequencies of English phrases = 28 Sum of the frequencies of Arabic phrases =55
6 Wi St
5 L Ctl A
4 I Cukad
4 I Syl Ul
4 S|
You did good 5 3 G s
You did fine 4 3 b Syl A
You did well 4 3 e Joms Cod
You have done well 3 3 A Jon Cwd Ul
You done good 3 2 L 3 il
You did great 3 2 e Sy
You did all right 2 2 A Jory 3ed A
You did very well 2 2 KVERRTS
you did good 2 2 ser § el
2 T calad il
2 Y Ctan-i
2 & Jon
2 e Jors (3od
2 deor al Cad A

Figure 6: One of the English-Arabic paraphrases produced by our work used as a subject to show how to
compute the semantic quality of a bilingual/bidirectional paraphrase
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However, it would consume a prohibitively long time and a huge amount of human resources to manually inspect
and compute the semantic quality of each one of the output 181,467 paraphrases.

Fortunately, the overall semantic quality index of the whole output of paraphrases dataset can be estimated — to an
arbitrary degree of approximation - through the inspection of a random sample of the whole dataset. If we tolerate a
confidence level of estimation less than 100% and a non-zero error margin in the estimated quality index, the size of
the random sample to be inspected tends to be a small fraction of the size of the whole dataset when the size of the
whole dataset is large and the average semantic quality index is close to 100%. [13]

For a confidence level of estimation of 95% along with an error margin of estimation of 2.21%, we were required to
assign specialized linguists to manually inspect only 235 randomly selected paraphrases whose arithmetic average of
measured semantic quality indices was found to be 96.92% #. Table 1 below summarizes this statistical semantic
evaluation. 3

TABLE 1
Summary of the statistical semantic evaluation of the paraphrases dataset produced by our Bidirectional
Semantic Augmentation algorithm when run on the English-Arabic parallel corpus from the 2018 version of
OpenSubtitles (OPUS)

Number of English-Arabic paraphrases in the whole output dataset 181.467

(community size)

Estimation confidence level 95%

(confidence level)

Error margin in the estimated average semantic quality index
(error margin)
Number of the randomly selected and manually inspected sample paraphrases
(sample size)
Estimated overall Semantic Quality Index
€ [96.92% —2.21%, 96.92% + 2.21%]

2.21%

235

96.92%

5 CONCLUSION

In this paper we dealt with the problem of automatic bidirectional paraphrasing via pivoting on a large parallel text
corpus, and mentioned few examples of its applications in the field of natural language processing. We detailed the
structure of the paraphrases dataset we deliver, and we reviewed the previous works on "automatic paraphrasing
starting from parallel text corpora" over the last two decades.

The paper then proceeded to present our novel Bidirectional Semantic Augmentation algorithm to handle that
problem. We ran this novel algorithm on the English-Arabic text corpora from the 2018 version of the OpenSubtitles
(OPUS) parallel text corpora, which represents a challenging vibrant everyday conversational language that both
covers a wide range of genres and the contemporary era extending from 1930's to 2010's.

While this new algorithm is much simpler and more computationally efficient than the other existing methods in this
regard, our random-samples based statistical evaluation of the semantic quality of its outputs indicates its
interestingly superior performance.

The deliverables of our work are available for research purposes at:
https://github.com/FahadGhamdi/Bidirectional-Paraphrases-Dataset-from-an-English-Arabic-Subtitling-Parallel-Corpus

* So, the estimated arithmetic average of the semantic quality € [96.92% —2.21%, 96.92% +2.21%)]

5 These numbers were obtained using one of the most renowned and reliable online and interactive Sample Size Calculation tools:
https://www.calculator.net/sample-size-calculator.html.
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