Egyptian Journal of Language Engineering, Vol. 8, No. 1, 2021 17

Arabic Automatic Speech Recognition Based on Emotion

Detection
Engy R. Rady*!, M. Hesham**2, N.M. Hassan*?, A. Hassen****

" Basic Science Department, Faculty of Computers and Information, Fayoum University, El Fayoum, Egypt.

lera00@fayoum.edu.eqg

‘nmh00@fayoum.edu.eqg
** Engineering Math & Physics Department, Faculty of Engineering, Cairo University, Giza, Egypt.

mhesham@eng.cu.edu.eg

*** Physics Department, Faculty of Sciences, Fayoum University, El Fayoum, Egypt.

“ash02@fayoum.edu.eg

Abstract: This work presents a novel emotion recognition via automatic speech recognition (ASR) using a deep feed-forward neural
network (DFFNN) for Arabic speech. We present results for the recognition of the three emotions happy, angry, and surprised. The
Arabic natural audio dataset (ANAD) is used. Twenty-five low-level descriptors (LLDs) are extracted from the audio signals. Different
combination of extracted features is examined. Also, the effect of using the principal component analysis (PCA) technique for
dimensionality reduction is examined. For the classification stage, DFFNN is used. Also, the problem of imbalances samples in the
dataset is managed by using the borderline-synthetic minority over-sampling technique (B-SMOTE). It is shown from the results that
the best accuracy is obtained when applying PCA on the extracted features is 98.56 %. Also, the accuracy is 98.33 % when using the
combination of all the extracted features. This result is not too much different from the accuracy of using PCA. It is followed by the
accuracy of using MFCC and LSF which is 97.79 %. It is noticed that the accuracy is 95.63 % when using LSF features which shows
that they are dominant features. The obtained results showed an improvement compared to previous studies.

Keywords: Arabic speech emotion recognition, Arabic natural audio dataset, deep feed-forward neural network, borderline-
synthetic minority over-sampling technique, PCA

1 INTRODUCTION

Emotion is a complex psychological state that governs our daily lives. Understanding emotion and explore how people
react enriches the interaction [1]. To provide better natural Human-machine interaction, the machine should be trained to
understand emotion as well as speech. Automatic speech emotion recognition (ASER) is the process of recognizing human
emotion from speech. ASER is a portion of the field of ASR that is increasing enormously in recent years. ASER has a
wide range of applications: health monitoring, customer feedback that could help voice agents, call centers, banking, virtual
reality (VR), and E-learning.

Emotion is detected by several features, including acoustic features from speech, body gestures, biosignals, and facial
expressions. In our study, we work on the features of emotion in speech. We focus on identifying the best speech features
and models for recognizing three emotional states from Arabic speech: happy, angry, and surprised.

The research activities on ASER face many challenges like the various dialects, the complexity of phonetic rules of the
Arabic language. Also, the lack of resources for Arabic speech emotion recognition is a vital problem facing this field [2].
Emotions are represented in two approaches[3]: discrete emotional approach: classifying emotions in discrete labels like
happiness, boredom, anger surprised, etc. and dimensional emotional approach: representing emotions with dimensions
such as arousal (describe the strength of the emotion), valence (emotion is positive or negative), and power (describe the
strength or weakness of the person). In the present study, we work on a discrete emotional approach.

In general, the ASER system consisting of two major parts: feature extraction and classification. Feature extraction is the
process of extracting the most effective and dominant characteristics that well represent the given speech. Several studies
have proposed acoustic features from a speech which well suited the emotional information from speech, such as pitch,
energy, formant frequency [4], linear prediction cepstrum coefficients (LPCC) [5], LSP, MFCC [6]-[9], and Mel filter
bank (MFB) [10]. Most researchers prefer to combine more than one type of feature set that is containing more emotional
information.

The early classification algorithms for ASER based on the conventional machine learning algorithms such as k-Nearest
Neighbor (KNN) [11], support vector machine (SVM) [12], artificial neural network (ANN) [13], Gaussian Mixture Model
(GMM) [14], and Hidden Markov Model (HMM) [15] have been used by many researchers. Recently classification
methods based on deep learning algorithms have been used in ASER. Deep learning techniques like deep belief networks
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(DBN) [16], recurrent neural networks (RNN) [17], convolutional neural networks (CNN) [18]-[20], deep feed-forward
neural networks (DFFNN) [21], [22] are used for many applications like computer vision, pattern recognition, ASR, natural
language processing, image recognition as well as ASER.

This paper aimed to describe the proposed model, including the corpus, feature extraction, and the recognition process.
Besides, it summarizes some of the works related to emotion recognition in speech. The outcome results are discussed,
analyzed, and compared to previous studies.

2 RELATED WORK

In [23], the speech rate, pitch, formants, and intensity acoustic features are extracted from the KSUEmotions corpus. Three
sentences spoken by eight native Arabic speakers (4 male and 4 female) are selected from the corpus. Two evaluation
processes are performed Perception using human listeners and emotion recognition. The perception evaluation results in
scores of 87% for males, 84% for females, and 85% for both. A Multilayer Perception (MLP) Classifier based on a
backpropagation algorithm is used to classify 5 emotions (neutral, happy, sad, surprise, anger). The highest results for
the emotion recognition evaluation are 83%, 56%, and 78% for males, females, and both, respectively.

In [24], a speech emotion recognition is studied in Arabic spoken data for the first time. The authors collected a speech
corpus (ANAD) from Arabic TV shows. They labeled the videos by their perceived emotions; namely happy, surprised, or
angry. The low-level descriptors include: zero crossing rates (ZCR), intensity, MFCC (1-12), FO (Fundamental frequency),
LSP, FO envelope, and the probability of voicing are extracted from speech, and thirty-five classification methods include
Sequential Mean Optimization (SMO), Random Forest, Simple Logistic, Logistic Model Trees, Attribute Selected with
J48, Random Sub Space with RepTree, Multiclass Classifier Updatable , Random Committee with RandomTree, Bagging
with RepTree, Logit Boost performs additive logistic regression to Decision Stump, Filtered Classifier with J48, Iterative
Classifier Optimizer, Classification via regression, K-Nearest Neighbour, PART, RepTree, JRIP, J48, Multiclass classifier,
Decision Table, Random Tree, Logistic, Adaptive Boosting for Decision Stump, OneR, CVParameterSelection with
ZeroR, Bayes Net, Hoeffding Tree, Naive Bayes, Naive Bayes Updatable, Naive Bayes Multinomial, Decision Stump,
Randomizable Filtered Classifier with K-nearest neighbour, ZeroR, Weighted Instances Handler Wrapper with ZeroR,
InputMapped Classifier with ZeroR are applied. Results showed that the SMO method gives the highest classification
accuracy of 95.52 %.

In [25], the author performed an ASER system. A dataset called EYASE has been created. It is a semi-natural from an
Egyptian TV series. The EYASE dataset contains utterances from six professional actors (3 females and 3 males) for four
emotions: sad, angry, happy, and neutral. Spectral, prosodic, wavelet features, and long-term average spectrum (LTAS)
are extracted from the utterances. Two experiments are performed speaker-dependent and speaker-independent for three
cases: (1) multi-emotion classifications, (2) neutral versus emotion classifications, (3) valence and arousal classifications.
MFCCs and modulation spectral (MS) are extracted from speech signals in [18]. Seven emotions: neutral, happy, sad, calm,
fearful, surprise, and disgust are classified using a decision tree, SVM, random forest, and CNN. CNN has shown the
highest accuracy 78.20% for recognizing emotions from the Ryerson Audio-Visual Database of Emotional Speech and
Song (RAVDEES) dataset.

In [20], the speech signals are transformed into a 2-D representation based on Short Time Fourier Transform (STFT). For
classification, CNNs, Long Short-Term Memory (LSTM), and time distributed CNNs architectures are used. The public
dataset Berlin is used in this work. It contains 535 German utterances of 10 different statements by ten actors conveying
seven emotions (Anger, Neutral, Happy, Fear, Disgust, Sadness, and Boredom). The time distributed CNNs networks show
the highest accuracy of 86.65 %.

In [26], various feature extraction techniques include: log-Mel Spectrogram, MFCCs, pitch, and energy were considered.
The extracted features were compared by applying LSTM, CNNs, HMMs, and Deep Neural Networks (DNNs). The
RAVDESS dataset includes the 14-class (2 genders x 7 emotions) are used in this work. The highest accuracy achieved
with four layers 2-D CNN using the Log-Mel Spectrogram features is 68%.

In [27] a new discrete wavelet transform (DWT) feature set is extracted from speech. The English dataset RAVDESS is
used. An artificial neural network (ANN) with 77 nodes as input and 100 nodes in the hidden layer is used for classifying
seven emotions (surprise, fear, sad, clam, happy, angry, and disgust). Two emotion labels are considered at a time as a
binary classification. 10-fold cross-validation is used to test the accuracy of the model. The results are compared with other
classification methods support vector classifier (SVC), Gaussian naive bayes (GNB), and KNN. Average accuracy of more
than 90 % and 80 % is achieved. The proposed ANN model shows better performance than the other techniques.
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3 MODEL SETUP

In this work, the influences of the use of different combinations of the extracted features for the ANAD Arabic dataset are
examined, then classified the three emotions using DFFNN. The main proposed model architecture for our work consists
of 4 modules depicted in Fig. 1. The first module is the feature extraction process. It is followed by the over-sampling
algorithm, then the classification and evaluation. Also, as the used dataset is imbalanced (the numbers of instances in the
three classes are not equally represented) as shown in Fig. 2, we used the B-SMOTE [28] over-sampling technique. It is an
over-sampling technique that synthetically augments samples of minority classes based on the borderline between the
majority and minority classes. It has the same concept of SMOTE that is the nearest neighbors of the same class are
calculated for every minority sample, then new synthetic samples are generated along the line between the minority sample
and its chosen nearest neighbors. The only difference between the B-SMOTE and SMOTE is that the B-SMOTE only
synthetic samples along the borderline of the minority classes.

Over-
sampling

Feature
extraction

Classification Evaluation

Figure 1: Block diagram of the proposed model
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Surprise Angry Happy
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Figure 2: Emotion classes distribution for ANAD dataset

A trial to reduce the number of features by using principal components analysis (PCA) is considered. PCA [29] is an
unsupervised dimensionality reduction technique that constructs relevant features through linear combinations of the
original features while maintaining the majority of the important information.

PCA uses statistical tools to identify noise and redundancy in the dataset [30]. It keeps the necessary parts that have more
variation of the data and removes the unnecessary parts with fewer variations, therefore speeding up the training and testing
time of the machine learning algorithm. It is shown from the cumulative variance curve in Fig. 3 that all the variance is
represented by only about 260 features out of 844 features, which represent 99.9 % of the total variance in the original
features. So, the 260 features are constructed as linear combinations of the original 844 features that are sufficient to explain
all the variance in the original features.
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Figure 3: Cumulative variance curve

A. Corpus

The first Arabic Natural Audio Dataset (ANAD) [31] is used to evaluate our proposed model. Three discrete emotions:
angry (A), surprised (S), and happy (H) are used. Eight videos of live calls between an anchor and a human outside the
studio are downloaded from online Arabic talk shows. Eighteen labelers are asked to listen to the videos and label each
one of them as angry, surprised, or happy. The results are averaged to label each video. Each video is then divided into
callers and receivers. We removed the laughs, noise, and silent parts. Every chunk was then automatically divided into 1-
sec speech units. The corpus contains 1384 records with 741 angry, 137 surprised, and 505 happy units. The properties of
the used videos are depicted in Table 1. By using the B-SMOTE algorithm the three classes become of the same number
of samples.

TABLE 1
CORPUS DETAILS

Id Dialect Gender Length (s) # of segments Emotion perceived
1 Egyptian Male 114 9 Happy
2 Egyptian Male 78 6 Surprised
3 Gulf Female 73.8 6 Happy
4 Jordan Male 210 17 Angry

5 Gulf Male 198 34 Angry

6 Egyptian Female 234 2 Surprised
7 Lebanese Female 504 24 Angry
8 Egyptian Female 430.8 87 Happy

B. Feature Extraction

Feature extraction is the process of extracting the most important characteristics from speech signals [32]. The
low-level descriptors features (LLDs) include: the probability of voicing, intensity, fundamental frequency FO,
F0 envelope, LSF (0-7), MFCC (1-12), ZCR are extracted from speech. Table 2 showed the description of each
feature. The following statistical functions are calculated on each feature: minimum (min), maximum (max),
range (max-min), the absolute position of the max, the absolute position of the min, linear regression A (the
difference of linear approximation and the contour), linear regression Q (quadratic error between the linear
approximation and the contour), linear regression 1 (the slope of linear approximation of contour), linear
regression 2 (offset of linear approximation of contour), standard deviation, kurtosis, skewness, Quartiles 1, 2,
3, inter-quartile ranges 1-2, 2—3, 1-3. Then, the delta coefficient for each LLD is also computed as an estimate
of the first derivative.

Finally, the ineffective features are removed by testing the Kruskal-Wallis non-parametric test resulting in a
features vector of length 844.
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TABLE 2
SPEECH FEATURES DESCRIPTION

Name Description

Intensity The loudness of the sound.

Fundamental frequency (FO) | The frequency of the (quasi-) periodic structure of voiced
speech signals.

FO envelope The amplitude envelope measured from voiced speech imposed
on the signal.

Probability of voicing The percentage of voiced energy for each harmonic.

Zero crossing rate (ZCR) The number of times the signal crosses the zero-amplitude line
by passage from a positive to negative or vice versa.

LSF Line spectral frequencies

MFCC Mel Frequency Cepstral Coefficients

C. Deep Feed-forward Neural Network (DFFNN) Classifier

DFFNN is a fully connected feed-forward neural network that has many hidden layers with many nodes (neurons) [33].
This means that the nodes within a layer are densely connected to the nodes in the adjacent layer. DFFNN applications
include automatic language identification [34], ASER [35] [36], data compression [37], and Handwritten Characters
Recognition [38]. The used DFFNN model depicts in Fig. 4 contains four hidden layers with rectified linear units (ReLu)
activation function. In the end, a fully connected Softmax layer is added to output the probability of each class. We trained
the model with stochastic gradient descent (SGD) as an optimizer with a learning rate of 0.001 to find the optimal weights
to minimize the error and categorical cross-entropy loss function with a batch size of 32 for 300 epochs.

1024 neurons 1024 neurons

O
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Figure 4: DFFNN architecture
4 RESULTS AND DISCUSSION

The recognition accuracy of using various combinations of the extracted features with DFFNN classifiers is reported. The
vector size for all features is depicted in Table 3. The proposed model was trained and evaluated using 10-fold cross-
validation, so we can make predictions on all of our data. That is randomly dividing the data into 10 subsets (folds) of equal
size. Each fold is treated as a validation set once, and the remaining 9 folds are used to train the model. The process is
repeated 10 times, then the average error across all 10 trials is computed. The training is achieved using an SGD optimizer
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with a learning rate of 0.001 and a categorical cross-entropy loss function with a batch size of 32 for 300 epochs. Table 4
shows the confusion matrix, precision, recall, fl1-score, and average accuracy for each combination of the extracted features
with DFFNN.

TABLE 3
FEATURES VECTOR SIZE
Features combination Vector size
ALL (all features) 844
MFCC 405
LSF 287
MFCC-LSF (MFCC and LSF) 692
NO-MFCC (all features 439
without MFCC)
NO-LSF (all features without 557
LSF)
NO-MFCC-LSF (all features 152
without MFCC and LSF)
PCA 260

The highest accuracy obtained is 98.56 % when applying the PCA technique on the extracted features. It is followed by
the accuracy when using all the extracted features and when using LSF-MFCC, 98.33 %, and 97.79 % respectively. The
accuracy is 96.85 % when removing MFCC features from the extracted features. It is also shown that the accuracy of 95.63
% is obtained when using the LSF features. Also, it is realized that the accuracy of recognition is inclined to 92.58 % when
removing LSF features. It is concluded from the obtained comparison that the LSF features are the most dominant and
important features.
Figures 5 depict the comparison of the obtained results using different combinations of the extracted features with DFFNN.

TABLE 4
CONFUSION MATRIX, PRECISION, RECALL, F1-SCORE, AND AVERAGE ACCURACY OF DIFFERENT
COMBINATIONS OF THE EXTRACTED FEATURES WITH DFFNN

Exp. Features S A H Precision Recall F1-score Average accuracy

S 726 4 11 0.986 0.979 0.983

#1 PCA A 6 730 5 0.991 0.985 0.988 98.56 %
H 4 2 735 0.979 0.991 0.985
S 721 6 14 0.989 0.973 0.981

#2 ALL A 3 731 7 0.989 0.986 0.987 98.33 %
H 5 2 734 0.972 0.990 0.981
S 718 9 14 0.986 0.969 0.977

#3 LSF-MFCC A 3 729 9 0.983 0.983 0.983 97.79 %
H 7 3 731 0.969 0.986 0.978
S 709 13 19 0.983 0.956 0.969

#4 NO-MFCC A 5 718 18 0.972 0.969 0.970 96.85 %
H 7 8 726 0.952 0.979 0.965
S 709 17 15 0.972 0.956 0.964

#5 LSF A 9 714 18 0.943 0.963 0.952 95.63 %
H 11 27 703 0.956 0.948 0.951
S 652 63 26 0.939 0.879 0.907

#6 NO-LSF A 41 677 23 0.906 0.913 0.908 92.58 %
H 4 8 729 0.937 0.983 0.959
S 629 76 36 0.920 0.848 0.881

#7 MFCC A 48 666 27 0.890 0.898 0.892 90.77 %
H 10 8 723 0.921 0.975 0.947
S 425 181 135 0.751 0.573 0.648

#8 NO_LSF-MFCC A 126 534 81 0.691 0.720 0.704 73.05 %
H 18 58 665 0.678 0.804 0.735



Egyptian Journal of Language Engineering, Vol. 8, No. 1, 2021 23

120

98.56 98.33 97.79 96.85 95.63

100 92.58 90.77

80 73.05
60
40

20

< <
< O
& N o & N
N &
o,\'
N

Figure 5: Recognition rate % for different features combination with DFFNN

The proposed model gives better recognition accuracy (98.56 %) than that (95.52 %) reported earlier in [24].
This means that the best recognition accuracy can be achieved when PCA with DFFNN is used.

S CONCLUSION

Recognizing emotion from speech utterances enriches automatic speech recognition, which indeed enhances
the human-machine interaction. Arabic speech emotion recognition system using a different combination of
features based on DFFNN classifier is performed. It is shown that DFFNN achieves the highest accuracy when
applying PCA on the extracted features with an accuracy of 98.56 %. Through the experiments in this study, it
is found that the accuracy is 98.33 % when using the whole 844 extracted features. Besides, the accuracy is
97.79 % when the LSF and MFCC features are used. Moreover, the accuracy of using LSF is 95.63 %, which
proves that the LSF are dominant features.
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